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Image compression play significant role in the data transfer and storage. Recently Machine learning has 
achieved tremendous success in various domain of image processing. Further due to large increase in 
image data, the research activities in image compression continue to preserve bandwidth or storage 
resources. This paper focuses on research on the combination of traditional compression algorithms and 
machine learning techniques. Both compression and learning algorithms are discussed, providing 
background and reasoning for their combination. This help to understand the current trends and future 
scope in image compression using machine learning. 
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INTRODUCTION 
 
Natural images tend to contain a high number of redundant information; neighbouring pixels tend to exhibit a 
correlation [1]. Most image compression algorithms tend to take advantage of this correlation to reduce the size of 
images stored. Image compression is one of the vast and highly explored area of research. Here, compression doesn’t 
mean only reducing the image size. Along with reduction in data it also leads to the position to reconstruct the 
original data. During the last few years, due to improved computational power as well as improved and diversified 
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machine learning and deep learning techniques, they have been explored and applied in many high level image 
processing applications such as object detection, pattern recognition, optical character recognition, classification, 
speech recognition, face recognition, computer vision, super resolution, image in painting, image generation, image 
enhancement, machine translation etc. However, it is limitedly used in image compression kind of low-level image 
processing during recent years only. Various survey articles on image compression or data compression is found in 
literature. But in this article a survey of machine learning or deep learning-based image compression methods during 
almost around last decade is carried out. 
 
Need for Image Compression Techniques 
Data takes up lesser storage when compressed. As a result, this allows more data to be stored with less disk space. 
This is especially useful in healthcare, where medical images need to be archived, and dataset volume is massive. 
Some image compression techniques involving extracting the most useful components of the image (PCA), which 
can be used for feature summarization or extraction and data analysis. Federal government or security agencies need 
to maintain records of people in a pre-determined, standard, and uniform manners. Thus, images from all sources 
need to be compressed to be of one uniform shape, size, and resolution. 
 
Types of Image Compression 
Image compression can be categorized by their ability to re-create the original image from its compressed form. 
 
Lossy Compression 
Lossy compression, as its name suggests, is a form of data compression that retains useful image details while 
discarding a few bits in order to reduce its size or to extract important components. Thus, in lossy compression, data 
is irreversibly lost, and the original image cannot be completely re-created. 
Lossless Compression 
Lossless compression is a form of data or image compression under which any sort of data loss is avoided, and thus, 
compressed images are larger in size. However, the original image can be re-constructed using this kind of image 
compression. 
 
Traditional Image Compression Algorithms 
Discrete Cosine Transforms are the base algorithm for JPEG compression, one of the most widely used image 
compression algorithms [2]. It works by dividing an image into squares and applying a discrete cosine function to 
the resulting matrix of values, hence representing the image as a superposition of wavelets rather than pixel values 
[3]. The DCT itself does not compress the image but provides crucial information about the nature of it. The 
compression process takes place after the DCT. This process, quantisation, will ignore higher frequency patterns, that 
are less likely to be perceived as quality loss to the human eye. For a real image, this process would be repeated for 
all the 8x8, or other size, squares within the entire picture. By reducing the data stored by the amount desired, the 
process provides compression whilst limiting the impact of lost data on human perception of the image. An 
alternative transformation is the Discrete Cosine Transform (DCT) [4] which is often used in lossy image and video 
compression algorithms such as JPEG[5], MPEG[6], H264[7], H265[8] due to its energy compaction property and low 
blocking artifacts. Unlike DFT, DCT contains only real coefficients. DCT of a signal is the DFT of a signal with 
mirrored padding, so that the DFT input becomes even and the results are real. Due to this mirroring, abrupt 
changes in high-frequency terms of consecutive blocks are prevented. Better Portable Graphics (BPG) is a wrapper 
around High Efficiency Video Coding (HEVC) providing much better compression efficiency compared to JPEG. 
HEVC [8], also known as H265, is the latest video coding standard by ITU-T Video Coding Experts Group, providing 
up to 50% better compression rate at the same quality compared to its earlier version H264 [7]. BPG uses the intra-
coding [9] of HEVC, which is mainly designed to compress a video frame using only the information content in the 
current frame of interest. Hence, the performance of BPG is directly linked to the HEVC. 
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Machine Learning Based Image Compression 
Machine Learning is a subset of Artificial Intelligence concerned with “teaching” computers how to act without 
being explicitly programmed for every possible scenario. The central concept in Machine Learning is developing 
algorithms that can self-learn by training on a massive number of inputs. In machine learning handcrafted features 
are used so specific features are to be specified, while in deep learning features are taken care by the network such as 
recurrent neural network or convolutional neural network. Machine learning has been explored for improving image 
compression in different ways such as for removing the JPEG compression artifacts, for determining the quantization 
coefficients, image retrieval with image compression, color image compression etc. In many cases it has been used to 
improve JPEG standard or comparative analysis has been made with JPEG standard [10]. 
 
Feature extraction can be thought as a special case of reducing the dimensionality. Scale Invariant Feature Transform 
(SIFT) features are exploited [11] to achieve image compression in multi-view application. It is a two step image 
compression. In case of three images C1, C2, C3 are acquired from three different cameras, in proposed method, from 
the input images SIFT features are extracted and matched after outlier removal using RANSAC and correlation 
based methods are used to compress the middle image C2, while C1 and C3 having standard compression method. 
Machine learning approach is not used for image compression, but it is used to detect JPEG compression for image 
forensics [12]. The approach uses a joint feature vector of 24-length, which consist of Harris-Stephens corner, Hough 
line and Hough peaks, for the basis of classification. SVM is used for classification. Compression of colored 
biomedical images using machine learning based vector quantization and orthogonal transforms is presented [13]. 
Calculation of centers of clusters is obtained based on machine learning and accordingly codebook is also generated 
which is used for vector quantization on transformed image for compression of biomedical images. 
 
Content based image retrieval (CBIR) using local features, most of the part of image is not useful for local feature 
extraction, so instead of compression of feature descriptors directly, compression of image patches centered around 
the SIFT key points is considered [14]. It is only concerned with matching the descriptors but not concerned with the 
visual quality of image. The pixel intensity near the border are predicted using feed forward neural network, which 
results in reduction in blocking artifacts and improved PSNR. Instead it improves JPEG by addressing its problem of 
quantization noise and blocking artifacts [15]. The approach of combined SVM with DCT for image compression [16]. 
Due to the support vector concept of SVM, it is used to approximate the DCT coefficients. The approach is for 
specific accuracy, but it can be extended for different accuracy also. Color image compression is proposed using 
supervised learning [17]. It minimizes the total prediction error that occurs in traditional approach and it also avoids 
the computation burden due to use of kernel principal component analysis. Image features are required to be stored 
in binary form in CBIR. Unified and simultaneous coding is performed on images and image features. It used two 
different deep networks for image compression and for image features and then combined the two networks for the 
task of CBIR [18]. 
 
Multiple semantic regions are detected using new CNN architecture [19]; this leads to content aware JPEG also. For 
adaptive bit rate in image compression, deep neural network is used. The architecture can be easily modified for 
different categories of images such as natural images, cartoons, selfies, sketches, presentations etc. A framework for 
image compression with variable rate and an architecture based on convolutional and deconvolutional LSTM 
recurrent networks is proposed [20]. The proposed network is needed to be trained once and it is progressive. It 
provides better performance than JPEG, JPEG 2000 and WebP. Image modeling is improved using recurrent 
variational auto encoder [21]. The approach transforms an image gradually from global conceptual aspects to low 
level details. The global information allows to achieve high quality conceptual compression. A 12-layer deep 
convolution is proposed [22, 23] to address the image compression artifacts which improves the PSNR by 1.79 dB 
compared to JPEG. The motivation was from the use of ConvNets for image super resolution which can be thought 
as a special case of artifacts removal. 
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Two CNNs: compact convolutional neural network (Com CNN) and reconstruction neural network (Rec CNN), are 
integrated into compression framework [24]. This improves the image compression quality for low bit rate. The 
design is compatible with some other standards also. A framework named Deep N-JPEG is presented [25] for image 
compression. It presents semi-analytical model to represent the processing mechanism differences between human 
visual system and deep neural network at frequency domain. Image compression architecture is proposed. It utilizes 
advantages of convolutional auto encoder (CAE) to achieve high coding efficiency [26]. In this conventional 
transform are replaced by CAE, and principal component analysis is also utilized. For compression artifacts, in 
which a compact and efficient network is formulated for reduction of compression artifacts. A four-layer 
convolutional network ARCNN is proposed [27]. 
 
Machine learning approach used for image and video compression is found where grayscale image and color labels 
of a few representative pixels are used, based on which a model is learned [28]. Then the model predicts the color of 
other pixels. Using training of single recurrent neural network better compression was achieved [21] for specified 
quality irrespective of the input image but limited to 32x32 images. However, it was improved for images of 
arbitrary size [29]. It was achieved by designing a stronger patch based residual encoder and design of entropy 
encoder that can capture long term dependencies between patches in the image. Neural network principal part 
analysis: Principal part Analysis (PCA) is ready to extract the principal info of the information. it's been proven that 
natural image may be diagrammatic as principal components. Neural network approach PCA to compress the color 
image. The obtained of Principal part Analysis are quaternion matrix may be break up into 8×8 sub - blocks and 
vector quantization to form of a replacement sample set. The sample set then is employed to coach the quaternion 
neural network adopting figure Generalized Hebbian algorithmic program (QGHA), effort a quaternion weight 
constant that may get the principal components (PCs), the load may be accustomed compress and reconstructed the 
image [30, 42]. 
 
Image compressions exploitation PCA and Improved technique with MLP neural network: In this paper data 
compression, the researcher’s main focuses on the principal part analysis with the neural network approaches is 
termed statistical procedure. Transform n-dimensional mathematical space to m - dimensional mathematical space. 
To compress these pictures PCA based mostly neural network model is used and based on the resolution technique 
that is generally employed in arithmetic. PCA technique takes the collection of information and transforms it to the 
new knowledge which has a similar applied math property [31, 44]. The transform knowledge from n- dimensional 
house to m - dimensional house that is that the knowledge reduction techniques. 
 
Performance Evaluation Metrics 
There are eight parameters to evaluate the performance of the Image Compression algorithms are Mean Square Error 
(MSE), Maximum Absolute Error (MAE), Peak Signal to Noise Ratio (PSNR), Mean Structural Similarity (MSSIM) 
Index, Universal Image Quality (UIQ) Index, the Compression Rate (CR), the compression time (CT) and 
decompression time (DT).  
The MSE and PSNR are defined [32,33] in eq. (1).  
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The MSE represents the mean error into energy. It shows the energy of the difference between the original image and 
the reconstructed image. PSNR gives an objective measure of the distortion introduced by the compression. It is 
expressed in deciBels (dB). Maximum Absolute Error (MAE) defined by (3) shows the worst-case error occurring in 
the compressed image [34]. 

0max ( , ) ( , )rMAE I i j I i j                                                                                                            (3) 

Usually, in practice, MSSIM index allows evaluating the overall image quality. MSSIM is defined [35,36] in eq. (4). 
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Where xj and yj are the image contents at the j-th local window; and M is the number of local windows in the image 
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to adjust the relative importance of the three components. The UIQ Index models any distortion as a combination of 
three different factors: loss of correlation, luminance distortion, and contrast distortion [37]. It is defined by in eq. (5). 
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In equation (4) and (5) the best value 1 is achieved if and only Io= Ir. 
 
The MSSIM, SSIM and UIQ as define above, are the practical index use to evaluate the overall image quality. 
 
The Compression rate (CR) is defined as the ratio between the uncompressed size and compressed size. The CR is 
given by Sayood K and Salomon D et al., [38,39,41] in (6) and (7). 
 
CR= ௦௜௭௘	௢௙	௖௢௠௣௥௘௦௦௘ௗ	௜௠௔௚௘

௦௜௭௘	௢௙	௢௥௜௚௜௡௔௟	௜௠௔௚௘
                                                                                                                      (6)  

 
In percentage form, the CR is given by (16). 
 
CR(100%)=100 -  ௦௜௭௘	௢௙	௖௢௠௣௥௘௦௦௘ௗ	௜௠௔௚௘

௦௜௭௘	௢௙	௢௥௜௚௜௡௔௟	௜௠௔௚௘
x100                                                         (7) 

 
The compression time and decompression time are evaluated when we start the program in MATLAB. CT and DT 
depending on the computer used to simulate the program. For the medical image, the goal of the introduced method 
in this paper is to maintain the diagnostic-related information at a high compression ratio. The medical applications 
require saving many images taken by different devices for patients in large numbers and for a long time [40, 43]. 
 

CONCLUSION  
 
In this paper, various image compression techniques based on Machine Learning are discussed. Image compression 
may be lossy or lossless. Lossless compression is preferred for archival purposes and often for medical imaging, 
technical drawings etc. Lossy compression methods are suitable for natural images such as photographs where 
minor loss of fidelity is acceptable. The Performance Evaluation Metrics for image compression algorithm such as 
Mean Square Error (MSE), Maximum Absolute Error (MAE), Peak Signal to Noise Ratio (PSNR) and the 
Compression rate (CR) are discussed. This will help to understand the current trends and future scope in image 
compression using machine learning. 
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Treatment of TB has become a challenge in recent times due to development of multi drug resistant 
forms. This has been further complicated by co infection with HIV and diabetes. TB infection is 
forecasted to rise by 20% in the next 20 years. The western slop of southern Western Ghats is a repository 
of medicinal plants with high content of active constituents. This review summarise plants abundant in 
Western Ghats with proven anti TB activity along with their active constituents. Also, various methods to 
identify anti TB activity is elaborated. The study identified various active chemical moieties which can be 
further modified to optimise anti TB activity. Studies to identify the usefulness of using these plants 
extracts along with regular drug treatment can be initiated to combat multi drug resistant TB forms.  
 
Keywords: Tuberculosis, Medicinal Plants, Western Ghats, In-vitro Screening Methods 
 
INTRODUCTION 
 
Tuberculosis (TB) is chronic infectious disease. Infection was affected through the lung with acid-fast bacillus 
Mycobacterium tuberculosis, was first identified as a pathogen by Robert Koch in 1882 [1]. With over 9 million cases 
and 1.5 million deaths annually, tuberculosis is the deadliest known infectious disease. Worldwide tuberculosis (TB) 
is one of the leading cause of mortality from a single infectious agent and the leading cause of death for persons 
suffering from HIV infection. This account for about 40% of death in world population. India is one among the top 20 
high tuberculosis burden countries with increasing burden of multidrug resistant tuberculosis and coinfection with 
Diabetes mellitus and HIV infection. The prevalence of tuberculosis varied based on the sex and distribution of 
population in urban and rural areas. The prevalence was higher in male population in urban areas and female 
population in rural areas. Some epidemiologist forecast a rise of 20% incidence in the next 20 years. There will be a 
cumulative rise in TB cases largely due to HIV pandemic.  As a result of emergence of resistance by mycobacterium 
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tuberculosis against first line anti TB drugs, there occur an increased control efforts on tuberculosis. Drug resistant 
tuberculosis management is very critical. There should be a clear understanding of drug resistance to ensure accurate 
diagnosis and an early arbitration of appropriate treatment. Worldwide only 50% of patients with Multi drug 
resistant TB achieve successful completion of treatment. This is partially due to the high death rates (2,50,000 
estimated death from MDR-TB/XDR-TB) and due to poor follow up. In India, only 46% of resistant TB cases achieved 
successful completion of treatment. Further outcome of extensively drug resistant tuberculosis (XDR-TB; resistant to 
at least one fluoroquinolone and injectable aminoglycoside in addition to MDR-TB), has been reported in 9.5 % 
MDR-TB patients in 2015. India, one of the six countries with huge MDR-TB burden. Also they failed to implement a 
nationwide drug resistance surveillance. Interruption in tuberculosis treatments are the strongest reason for acquired 
mono drug resistance. It also promote a high risk of bacterial mutations that eventually results in recurrence and in 
Multi drug resistant tuberculosis. Regional analysis of India such as in east, west, north, south and central India for 
estimate of drug resistance showed that the burden of drug resistant and multi drug resistant tuberculosis were 
increased for past 20 years. West India is the region with highest number of Drug resistant tuberculosis cases in the 
decade from 2006 to 2015. In this region prevalence of MDR-TB is high. There occur a rapid emergence of drug 
resistant and multidrug resistant tuberculosis in over populated urban areas of India including the metropolitan 
cities such as Mumbai, Pune and major cities such as Gujarat. Increased risk of infection spreading is mainly due to 
overcrowding, inadequacy in community TB control programmes and the high variability in the anti TB treatment 
regimens. Irregularities in the usage of second line drugs results in inadequate treatment for MDR-TB which in turn 
results in emergence of resistance. There is an imminent need to check the indiscriminate use of second line drugs 
and should recommend judicious use of newer drugs  to gain better outcomes in patient with multidrug resistant 
tuberculosis. The high prevalence of MDR-TB reported shows the significance of need of critical gap between 
treatment regimen and the need of better formulations comprising of newer drugs that have distinct mode of action 
[2]. 
Many pharmaceutical companies have been indifferent to serious development of new antituberculosis medicines 
because they estimate their profits based solely on comparative expenses. However, recently, international 
organizations such as the Global Alliance for TB Drug Development (TB Alliance) and Stop TB Partnership (WHO) 
have taken a leading role in initiating efforts to end the tuberculosis epidemic. The main challenges for new 
antituberculosis drugs are (1) shortening treatment time, (2) simplifying the treatment method, (3) treating 
MDR/XDR-TB, (4) treating tuberculosis/HIV simultaneously, and (5) ensuring superior safety. The new 
antituberculosis drugs that display low toxicity, excellent antituberculosis activity, and efficacy against resting-phase 
bacteria are beneficial for short-course therapy and prevent secondary infections from those already infected. 
Although long-term combination therapy is currently the basis of tuberculosis treatment, the development of short-
term tuberculosis treatments can be safer for children and help prevent MDR/XDR-TB. TB treatment is generally 
comprised of 2 months with isoniazid, rifampicin, ethambutol and pyrazinamide (the intensive phase), followed by 
four additional months of isoniazid and rifampicin therapy (the continuation phase). Unfortunately, lack of 
adherence to prescribed treatment procedures and inefficient healthcare structures have contributed to the 
development of multidrug-resistant TB (MDR-TB, defined as resistance to at least isoniazid and rifampicin, two 
front-line drugs used for the treatment of TB) that requires at least 20 months of treatment with second-line drugs 
comprised of capreomycin, kanamycin, amikacin and fluoroquinolones; these are more toxic and less efficient, with 
cure rates in the range of 60–75%. In patients affected by XDR-TB, the chances of successful treatment are quite low, 
underpinning the need for urgent discovery of novel compounds with activity against MTB strains resistant to 
second-line drugs. 
 
Recently, a few reports have claimed the emergence of a ‘totally drug-resistant TB’ strain with a limited chance of 
successful therapy. Moreover, there is an urgent need to come to an agreement on the definition of these strains of 
MTB, mainly in terms of their severity. Hence, the search for new antitubercular drugs is a priority so as to overcome 
the problem of drug resistance and to finally eradicate TB. Natural products long have been recognized as an 
important source of therapeutically effective medicines. Traditional herbal medicines have demonstrated significant 
activities in antitumor, antiinflammatory, analgesic, immunomodulation, antimicrobial, allergy, antiviral and 
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antitubercular assays. The chemical novelty associated with natural products is higher than that of any other source: 
40% of the chemical scaffolds in the published database of natural products, Dictionary of Natural Products, 
Chapman & Hall, are absent from synthetic chemistry.   
 

METHODOLOGY 
 
Related Scientific studies published in journals, books, and reports were reviewed. Relevant literatures were 
searched in Google Scholar and various electronic databases including Science Direct, IEEE Xplore, Scopus, 
SciFinder, and MEDLINE using a specific search terms including “TB”, “kerala medicinal plants”,“anti-TB”. 
 
In Vitro Anti-Tb Screening Method 
Biological assays, then, must be carried out in order to identify promising plant extracts, to guide the separation and 
isolation, and to evaluate lead compounds 3Bioactive compounds are the chemical weapons of self-defense in very 
competitive environments. They are important in treatment of many diseases, such as the deadly forms of cancer, 
and the emergence of bacterial resistance, is essentially based on active chemical principals such as antibiotics, 
antifungals, anticancer, antimalarial and anti-inflammatory agents. The screening of bioactive compounds involves a 
large number of analysis that allow assessing the potential of biological extracts or molecules. The assays can be 
performed at the whole animal, cell-based or molecular levels [4]. Using preliminary functional assays for naturally 
occurring pure compounds as well as extracts from higher and lower forms of plants, microorganisms and marine 
organisms, it has been noted that inhibitory activity against M. tuberculosis is widespread in Nature [6]. The 
different In vitro methods for discover antitubercular agents in natural products research are briefly described. 

MABA-Microplate Alamar Blue Assay 
Most common method used for doing anti tubercular drug screening. The dye Alamar blue used for screening of 
antitubercular activity. Alamar Blue (oxidised form) which is blue in colour turns pink in colour(reduced form) upon 
reduction within live bacteria.  Since Mycobacterium is an aerobic organism, presence of growth turns alamar blue 
dye to pink colour. This principle has been used to predict the presence or absence of growth of Mycobacterium 
tuberculosis for testing antitubercular agents [7]. It may also indicate the cellular growth and metabolism of any 
bacteria based on the colour conversion. Visual inspection was used to determine the colors of the contents of each 
well, with blue interpreted as no growth, pink as growth, and MIC as the last concentration in which blue color were 
observed. The growth of the bacteria can be monitored using a flourimeter or spectrophotometer (610nm) or a visual 
colour change [8]. The minimum inhibitory concentration (MIC) is defined as the minimum concentration of tested 
compound to which there was not higher shift from resazurin (blue) to resorufin (pink) than that generated by 
control of a 1:100 dilution of the bacterial inoculums. 

Agar diffusion: Disk methods comprise the placing of filter paper disks containing test compounds on agar plate 
surfaces previously inoculated with the test organism. The test molecules or plant extracts then diffuse into the agar 
and inhibit growth of the test microorganisms [9]. After incubation, mean diameters of growth inhibition zones are 
recorded. Diffusion assays are generally recommended for polar molecules than non-polar molecules or mixture of 
compounds such as essential oils [10]. 

Agar dilution: In the 1950s, Canetti et al. described the first Drug Susceptibility Testing (DST) method for M. 
tuberculosis, involving the preparation of a concentration series of drugs against M. tuberculosis complex in 
Lowenstein-Jensen medium, inoculation of the bacterial cultures on the slants, and reading of the inhibition of 
growth by drugs at different concentrations. The agar dilution tests permit to determine the MIC [11,12]. The major 
disadvantage of such assays are the time required to visibly detect the growth of microbial colonies. 

Radiometric: BACTEC 460® instrument is a semi-automated radiometric drug susceptibility testing (RAD) method 
that measures the [14] CO2 produced by metabolic breakdown of (1-14C) palmitic acid in a liquid Middlebrook 7H12 
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medium [13,14,15]. With this method, multiple concentrations can be tested and an MIC calculated. However, 
although results are generally available in 5 days, the tests performed on the BACTEC system are costly and are not 
suited to the evaluation of large numbers of compounds. Other radiometric assay system, which can be employed to 
screen for inhibitors of mycobacterial growth uses a strain of the rapidly growing saprophyte Mycobacterium aurum is 
used as the test organism. Inhibition of its growth is highly predictive of activity against M. tuberculosis, which 
cannot itself be used in screening because of its growth characteristics and highly infectious nature. The viability 
of M. aurum in the presence of a test sample is monitored by measuring the uptake of radiolabelled uracil into the 
cells. In a microtiter plate format, the screen has the potential for testing several thousand samples per day [16]. 

Flow cytometry: Flow cytometry was used to study the effects of antimicrobial agents in prokaryotes. Fluorescein 
diacetate (FDA), a non fluorescentdiacetyl fluorescein ester that becomes fluorescent upon hydrolysis by cytoplasmic 
esterases [17] and are used for the susceptibility testing of M. tuberculosis. Pina-Vaz et al. stained M. tuberculosis in the 
absence or presence of antimycobacterial drugs with SYTO 16 (a nucleic acid fluorescent stain that only penetrates 
into cells with severe lesion of the membrane). The time needed to obtain susceptibility results of M. 
tuberculosis using classical methodologies is still too long, and flow cytometry is a promising technique in the setting 
of the clinical laboratory, giving fast results. However, the higher cost of equipment is a limitation of this 
methodology [18]. 

Reporter gene assays: Genes encoding luciferase enzymes have been cloned from several species of firefly, beetle, 
crustacean, bacteria and the sea pansy. Other fluorescent proteins such as the red fluorescent protein (RFP) and green 
fluorescent protein (GFP) has been used. They were introduced into the mycobacteria by using plasmids. This 
method permits the rapid determination of bacterial viability by measuring the expression of an introduced 
fluorescent or luminescent protein [19,20]. Application of these proteins permits to work in multi-well formats with 
more convenient high throughput detection. The use of reporter gene assay for commercial applications is often 
limited by patent restrictions. The number of laboratories reported to be using this technology for primary screens of 
natural products is fairly small [21].  
The table which shows the different medicinal plants available in western ghats that possess antitubercular potential. 
The table which include the botanical source, the chief chemical constituents present in the plants that might be 
responsible for the antitubercular activity, different plant parts in which activity studies were performed, the plant 
extracts on which activity has been studied and established, different methods used for extraction of phytochemicals 
and common method used for antitubercular screening. 
 

CONCLUSION 
 
This survey identified 34 medicinal plants from weternghats with potential effects on TB. Among them 8 plants 
whose active constituents responsible for anti TB activity has been identified. However, two among them, Aloverose 
and Annonacin are bulky high molecular weight structures than others. Moetities such as Abruquinoneb ,Allicin, 
1acetoxy chavicol, Andrographolide, piperacin, and with a ferin A posses molecular weight less than 470.6gm/mol. 
Based on Lipilski rule of 5, these molecules can be modified and expanded for optimised activity. Chemical groups 
as methoxy, quinone, amides acetates, hydroxy and sulphoxide group s present in these molecules indicate the 
importance of these groups for activity. Also these groups act as a possible link for further expansion of these 
molecules. The presence of sulphoxide group in Allicin and the similarity of the structure with anti TB drug Dapsone 
shows the possibility of modified Allicin with aromatic groups on both sides as a probable anti TB molecule. The 
remaining 26 plants identified in this study are partially explored. Mixture of chemical constituents are identified 
with anti TB properties rather than a single moiety. Further studies can be designed in these plants to seperate these 
constituents and  evaluate their  anti TB potential. Due to lack of interest in pharmaceutical industry to develop new 
molecules against multi drug resistant TB, studies can be initiated in the direction of concurrent usage of these plant 
extracts with current drug regime. This may improve patient compliance, reduce side-effects and improve the 
efficiency to combat multi drug resistant TB strains.  
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Medicinal Plants of Western Ghats with Antitubercular Activity 
SI 
No. 

Botanical name 
 

Common name 
Regional name 

Chemical 
constituent 

Plant 
parts 
used 

Type of solvents 
used for 
extraction 

Method of 
extraction 

Method of 
anti TB assay 

1 Abrus precatorius22, 23 

Family: 
Fabaceae 
 

Bead Vine 
Black eyed susan 
Bhudhist rosary 
bead 
Crab’s Eye 
Indian liquorice 
Rosary pea 
Wild liquorice 
Chuvannakunni 
Kunnikuru 
Kunni 
Kakani 
Gunj 

Abruquinone B 
(flavonoid 
Isoflavoquinone
) 

Leaves 
Stem 

Petroleum ether 
Dichloromethane 
Ethanol 
Water 

maceration MABA 

2 Acalypha 
indica24,25,26,27 

Family: 
Euphorbaceae 
 

Indian copper leaf 
Indian acalypha 
Indian nettle 
Three seeded 
mercury 
Kuppumani 

Kaempferol 
(flavonoid 
Tetrahydroflavo
ne) 
acalyphamide 
and other 
amides, 
quinone, sterols, 
cyanogenic 
glycoside 

Leaves 
 
 
 
 
 
 
 
 
Whole 
plant 

Aqueous  

 
 
 
 
 
Ethyl acetate 
fraction of 
methanolic extract 
 
Aqueous fraction 
of methanolic 
extract 

soxhlet 
extraction 

Microbroth 
dilution 
method 
Colorimetric 
Bact/Alert 
3D system 

3 Adhatoda vasaka26,27,28 

Family: 
Acanthaceae 

Adosa 
Adalodakam 
 

quinazoline 
alkaloids 
(vasicoline, 
vasicolinone, 
vasicinone, 
vasicine, 
triterpenes and 
anisotine)  
Bromhexine 
Ambroxol 

Vasicine acetate 
2-acetyl benzyl 
amine 

Leaves Hexane 
Ethyl acetate 
Methanol 

 
 
 
 
 
 
 
 
 
Aqueous  

 sequential 
extraction 

conventional 
method of 
Grange and 
Snell 

 
 
 
 
 
 
 
Broth 
microdilutio
n method 

4 Aegle marmelos29 

Family: 
Rutaceae 
 

Bael tree 
Bengal quince 
Holy fruit tree 
Indian Bael 

Imperatorin(pso
ralen) 
 β-
sitosterol(phyto

Whole 
fruit 

Hexane 
Chloroform 
methanol 

Pressurised 
sequential 
extraction 

Rezazurinmi
crotitre assay 
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Stone apple 
Wood apple 
Koolakam, 
Koovalam, 
Vilvam, 
Mavilavu 

sterols)stigmast
erol(phytosterol
)plumbagin(nap
hthaquinone)ma
rmesinmarmin(
coumarin) 

5 Allium cepa27 

Family: 
Alliaceae 

Bulb onion 
Common onion 
Ulli 

Volatile oil with 
sulphurous 
constituent 
including 
allylpropyldisul
phide, sulphur 
containing 
compounds 
including 
allicin, alliin, 
flavonoids; 
phenolic acids 
and sterols 

Bulb Aqueous  

 
 
 
 
 
Aqueous 
Ethanolic 
 

soxhlet 
extraction 
 
 
 

Broth 
microdilutio
n method 

 
 
 
 
 
MABA 

6 Allium sativum27 

Family: 
Alliaceae 

Garlic 
Velluli 

Allicin 
Sulphurcontaini
ng amino acids 
known as alliin 

Clove Aqueous  

 
 
 
Aqueous 
Ethanolic 
 

soxhlet 
extraction 
 

Broth 
microdilutio
n method 

 
 
 
 
MABA 

7 Alpinia galangal30 

Family: 
Zingiberaceae 

Java galangal 
Siamese ginger 
Greater galang 
Aratha 
Kolaratha 
Kolinji 
Pararatha 

1’ -
acetoxychavicol 
acetate 

Rhizom
e 

Chlorofom 
Methanol 
Water 

maceration MABA 

8 Aloe vera31 

Family: 
Asphodelaceae 
 

Medicinal Aloe 
Burnt Aloe 
Kattarvazha 

Aloverose 
(polysacharide) 

Leaves 
 
 
 
Leaves 
 
 
Leaves 

Pure gel 
 
 
 
Chloroform 
Methanol 
 
 
Hydroethanolic 
extracts 

 hot and cold 
extraction  
cold 
maceration. 

Broth 
microdilutio
n method 

 
Agar well 
diffusion 
method 
 
MABA 

9 Alstonia scholaris32 

Family: 
Apocynaceae 

Devil tree 
Shaitan wood 
Daivappala 
Ezhilampala 

seco-uleine 
alkaloids, 
manilamine 
 N4 -methyl 

leaves methanol Methanolic 
extraction 

MABA 
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Mangalappala 
Pala 
Yekshippala 

angustilobine B 
20- (E)-
vallesamineang
ustilobine B N4 
-oxide 20(S)-
tubotaiwine 
 6,7-seco-
angustilobine 

10 Andrographis 
paniculata33,34 

Family: 
Acanthaceae 
 

Andrographis 
Green chiretta 
Kalmegh 
Kakaanjiram 
Kiriyathu 
Nilavepu 
Nilamkanjiram 

Andrographolid
e(diterpenoid) 

herbs aqueous maceration Broth 
microdilutio
n method 

11 Annona muricata33,35 

Family: 
Annonaceae 
 

Soursop 
Guanabana 
Graviola 
Prickly custard 
apple 
Cancer chakka 
Mullanjakka 
Mulluathi 
Mullathi 

Annonacin(acet
ogenins) 
 

leaves aqueous maceration Broth 
microdilutio
n method 

12 Catharanthus roseus37 

Family: 
Apocynaceae 
 
 

Periwinkle 
Rose periwinkle 
Madagascar 
periwinkle 
Vinca 
Aadam-Howa chedi 
Anchithalthetti 
Banappovu 
Kasithetti 
Kuppavela 
Nithyakalyani 
Savakottapacha 
Savamnaripoovu 
Sadapushpi 
Simitherichedi 
Smasanapochedi 
Ushamalari 
Vishanarayani 

Perivine 
Ursolic 
acid(terpene) 
Oleanolic 
acid(pentacyclic
triterpenoids) 

leaves 80% methanol Methanolic 
extraction 

Agar 
diffusion 
Microbroth 
dilution 

13 Centella asiatica33,36,38 

Family: 
Apiaceae/ 
Umbelliferae 
 

Indian penny—
wort 
Spadeleaf 
Pohekula 
Gotu kola 
Kodangal 
Kodakan 

Octadectrienoic 
acid 
(poly 
unsaturated 
fattyacid)n-
hexadecanoicaci
d(saturated 

leaves Ethanolic extract Ethanolic 
extraction 

Broth 
microdilutio
n method 
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Kuthirakulambuchedi 
Mutthil 
Vellara 

fattyacid) 

14 Costus speciosus39 

Family: 
Costaceae 
 

Costus 
Cane reed 
Crepe ginger 
Spiral ginger 
Aanakoova 
Aanappoo 
Channa 
Channakoova 
Malavayambu 
Narumchanna 
Nuchanna 

7-Ergostenol 
Pentadecanoic 
acid or 
Pentadecylic 
acid 
Stigmast-4-en-3-
one 
Lanost-8-en-3-
ol, (3β) 
Octadecanoic 
acid, methyl 
ester or Stearic 
acid, methyl 
ester or Methyl 
stearate 
Hexadecanoic 
acid, methyl 
ester or Methyl 
palmitate or 
Palmitic acid, 
methyl ester 
9,12-
Octadecadienoic 
acid (Z,Z), 
methyl ester or 
Linoleic acid, 
methyl ester or 
Methyl linoleate 
Hexadecanoic 
acid or n-
Hexadecanoic 
acid or Palmitic 
acid or 
Palmitinic 
acid(fattyacids) 

Stems 
flowers 

80% methanol 
n-hexane 
chloroform 
ethyl acetate 
n-butanol 

Exhaustive 
maceration 
with 80% 
alcohol 
The 
methanol 
extracts were 
sequentially 
partitioned 
using five 
solvents of 
different 
polarities: n-
hexane, 
chloroform, 
ethyl acetate, 
and n 
butanol 

MIC method 

15 Curcuma longa40 

Family: 
Zingiberaceae 

Turmeric 
Manjal 

Curcuminoids Rhizom
e 

Methanol 
Dichloromethane 
n-hexane 

Soxhlet 
extraction 

MIC method 
MBC 
method 

16 Cymbopogan 
citratus39 

Family: 
Poaceae/Graminae 
 

Oil grass 
Lemon grass 
Melissa grass 
West Indian lemon 
grass 
Chayapullu 
Chenganampullu 
Chonakapullu 

9,12-
Octadecadienoic 
acid (Z,Z) or 
Linoleic 
acid(fattyacid) 
Stigmasterol or 
Sigmasta-5,22-
dien3-

rhizom
es 

80% methanol 
n-hexane 
chloroform 
ethyl acetate 
n-butanol 

Exhaustive 
maceration 
with 80% 
alcohol 
The 
methanol 
extracts were 
sequentially 

MIC method 
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Inchipullu 
Kavattapullu 
Kothipullu 
Padarpullu 
Sambarapullu 
Thannakkapullu 
Theruvapullu 
Thyilapullu 
Vasanapullu 
 

ol(phytosterols), 
(3β, 22E) 
7,10-
Octadecadienoic 
acid, methyl 
ester 
γ-Sitosterol or 
Clionasterol or 
Stigmast5-en-3-
ol, (3β) 
Selina-6-en-4-ol 
5-Cholestene-3-
ol, 24-methyl 
Hexadecanoic 
acid, methyl 
ester or Methyl 
palmitate or 
Palmitic acid, 
methyl ester 
Cyclooctacosane 

partitioned 
using five 
solvents of 
different 
polarities: n-
hexane, 
chloroform, 
ethyl acetate, 
and n 
butanol 

17 Eclipta prostrata41 

Family: 
Asteraceae/composi
tae 
 

False daisy 
Trailing eclipta 
Bhringaraj 
Thisltles 
Kaithoni 
Kaiyan-takara 
Kanjunni 
Kayyonni 

EcliptalEcliptine
Ecliptalbine α-
Terthienylmeth
anolβ-amyrin, 
Sigmasterol(phy
tosterol) 
Polypeptides 

Whole 
plant 

Ethanolic extract 
Aqueous extract 

maceration MABA 

18 Garcinia 
mangostana42 

Family: 
Clusiaceae/Guttifer
ae 
 

mangostana 
Mangosta 
Mangustan 
Mangosteen 
Mangosta 
Mangustan 

-ߚ , mangostin-ߙ
mangostin , ߛ-
mangostin(xant
hones), 
garcinone 
D(xanthones), 
mangostenol, 
garcinone B, 
mangostanin, 
mangostanol, 
mangostenone 
A, tovophyllin B 
, 
demethylcalaba
xanthone , 
trapezifolixanth
one , 
mangostinone 

Fruits  chloroform 
methanol extract 

Freeze 
drying 

Microbroth 
dilution 

19 Heliotropium 
indicum36,43 

Family: 

Indian turnsole 
Thelkada 
Therkkada 

1-dodecanol 
Beta linalool 

Aerial 
parts 

Volatile oil hydrodistilla
tion 

MABA 
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Boraginaceae Thekkida 
20 Lawsonia inermis45 

Family: 
Lythraceae 
 

Henna plant 
Camphire 
Egyptian privet 
Cypress shrub 
Samphire 
Mailanchi 
Pontalasi 

Luteolin-
7alpha-
glycoside 
Luteolin-
3’alpha-
glycoside 
Cosmosiin 
Stigmasterol 
Acacetin 
Fraxetin 
Scopoletin 
Esculetin 
p-coumaric acid 
Betulinic acid 
Botulin 
Lupeol 
Apigenin 
Apiin 
Lawsoniaside 
Lalioside 
1,2-dihydroxy-
4-o-glucosyloxy 
naphthalene 
2-methoxy-3-
methyl-1,4-
naphthoquinon
e 

Leaves Hexane  
Acetone 
methanol 

Soxhlet 
extraction 

MABA 

21 Leptadenia 
reticulate46 

Family: 
Asclepediaceae 
 

Kuruninvalli 
Karkodavalli 
Palachedi 

Leptadenol 
Leptidin beta 
sitosterol, 
Beta amyrin 
acetate 

Roots Alcoholic extract 
Hydroalcoholic 
extract 
Aquoeus extract 

Alcoholic 
extraction 
Hydroalcoho
lic extraction 
Aqueous 
extraction 

Agar 
dilution 
method 
Microplatere
sazurin 
assay 
method18 

22 Morinda citrifolia36,47 

Family: 
Rubiaceae 
 

Indian Mulberry 
Beach Mulberry 
Cheese Friut 
Noni 

Anthraquinones
alizarin and its 
glycosides, 
nordamnacanth
ol. Ursolic acid 
and βsitosterol. 
asperuloside 
and caproic 
acid5 

Unripe 
fruits 

Crude extract Ethanolic 
extract. 

Broth 
microdilutio
n method 
 

23 Ocimum sanctum46,48 

Family: 
Lamiaceae 

Holy basil 
Tulsi 
 

Ursolic acid, 
apigenin, 
orientinluteolin, 
apigenin-7- 
Oglucuronide, 

leaves Aqueous 
methanolic 

Hot water 
extraction 
Methanolic 
extraction 

MABA 
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luteolin-7-
Oglucuronide 

24 Piper longum49 

Family: 
Piperaceae 

Indian long pepper 
Tippili 

Piperine 
(alkaloid) 

Fruits methanol maceration Broth 
microdilutio
n method 

25 Sesbania 
grandiflora36,50 

Family: 
Fabaceae/Legumino
sae 
 

Basna 
Humming bird tree 
Sesban 
Agathicheera 
Agathi 
Agasthi 
Argathi 
Basna 
Rudramaram 

Medicarpin(flav
anoid) 
Sativan(flavanoi
d) 
Betulinic 
acid(Pentacyclic
triterpenoids) 

Roots Aqueous 
methanol 

maceration Tetrazolium
microplate 
assay 

26 Solanum torvum36,51 

Family: 
Solanaceae 
 

Turkeyberry 
Devil’s Fig 
Anachunda 
Chunda 
Cheriyamodumuttika 
Chithramchunda 
Malamchunda 
Parachunda 

Tannins, 
Flavanoids- 
Torvanol A 

leaves Hydroethanolic 
extract 

maceration MABA 

27 Spondias pinnata52 

Family: 
Anacardiaceae 
 

Hog plum 
Indian hog plum 
Wild mango 
Ambazham 
Kattambazham 
Mampulli 
Pithanam 

Flavonoids 
Polyphenols 
Steroids 
Alkaloids 
saponins 

bark Ethanol 
Chloroform 

maceration MABA 

28 Syzigium 
aromaticum44,53 

Family: 
Myrtaceae 

Clove trees 
Clove  
Grambu 
Karayambu 

Eugenol 
Thymol 
Carvarcol 
(terpenes) 

buds Hexane 
Acetone 
methanol 

Soxhlet 
extraction 

MABA 

29 Tinospora cordifolia54 

Family: 
Menispermaceae 

Moon creeper 
Bile Killer 
Heart leaved 
moonseed 
Amruthu 
Amruthavalli 
Chitamruthu 
Siddamrith 

Furanolactones, 
clerodine 
derivatives 
Tinosporides 

leaves Dichloromethane 
Phenol 

percolation Broth 
microdilutio
n method 

30 Vitex trifolia36,55 

Family: 
Verbenaceae 
 

Arabian lilac 
Hand of Mary 
Indian Privet 
Indian three leaf 
Vitex 
Nochi 
Vellonochi 

Halimanediterp
enoid 
 (9-hydroxy-
13(14)-labden-
15, 16-olide) 
 

leaves methanol Extraction 
under 
reduced 
pressure 

MABA 
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31 Withania somnifera56 

Family: 
Solanaceae 

Winter cherry 
Amukkuram 

Withaferin 
A(steroidal 
lactone) 

Leaves 
roots 

aqueous Maceration  MABA 

32 Ziziphus 
mauritiana36,57 

Family: 
Rhamnaceae 
 

Jujube tree 
Common Jujube 
Indian Jujube 
Chinese date 
Badari 
Badaram 
Cherumali 
Elentha 
Jujube 
Ilantha 
Kolam 
Lanthapazham 
Parinthudar 
Perimthudali 

Mauritine 
(cyclic peptides) 
Nummularine(c
yclopeptide 
alkaloids) 

root Methanol 
Ethanol 

maceration MABA 

33 Zingiber 
officinae36,40,58,59 

Family: 
Zingiberaceae 

Canton ginger 
Ginger 
Halia 
Spice ginger 
Andrakam 
Chukku 
Erukizhangu 
Inchi 

Gingerol 
Shogaol 
Paradol 
(Alkaloid) 

Rhizom
e 

Methanol 
Dichloromethane 
n-hexane 
Hydroethanol 
(70/30) 
Distilled water 

Soxhlet 
extraction 
 
 
Maceration 
 
Decoction 

MABA 

34 Zingiber zerumbet36,60 

Family: 
Zingiberaceae 
 

Bitter Ginger 
Broad leaved 
Ginger 
Pine cone ginger 
Shampoo ginger 
Wild ginger 
Zerumbet ginger 
Kattinchi 
Kollinchi 
Kattukolinchi 

Zerumbone(ses
quiterpenoids) 
Alpha 
humulene 
Humulene 
epoxide II 
(epoxides) 
Caryophyllene 
oxide 
(terpenes) 
Camphene 
(terpenes) 

Rhizom
e 

Chloroform 
methanol 

maceration MABA 
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Water is an important part to human life. The real points of the present work are to survey the nature of 
the ground water and its effect in Around Aravakurichi Taluk, Karur District of Tamilnadu, India. The 
present examination center to bring a mindfulness among the general population about the nature of 
ground water by taking water tests from different areas for Physico – Chemical investigation of the 
ground water. This examination result was compared and the WHO, ICMR, USPH and European 
standards of drinking water quality parameters with the accompanying water quality parameters to be 
specific pH, Electrical conductivity, Cl, Na, K, Ca , Mg, Total dissolved solids, Total hardness, Fluoride 
and so on. Different chemical strategies have been utilized to research the degree level of contamination 
in ground water. 
 
Keywords: Ground Water characteristics, Aravakurichi Taluk, Karur, Tamil Nadu, India. 
 
 
INTRODUCTION 
 
This paper attempts to center around the drinking water nature of Aravakurichi Taluk Karur. Karur is an industrial 
town situated on the banks of the waterway Amaravathi. It is situated at 10.95o N, 78.08o E and 396 km from Chennai 
on southwest course. Amaravathi stream is a tributary to the waterway Kavery. It is conversions with stream Kavery 
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at around 12 km downstream of Karur. During the most recent four decades, the town emerged as a noteworthy 
material focus with its 1000 odd power loom and handloom color units creating bedspreads, towels and furnishing. 
There are around 1000 units along a 17 km extend on the banks of river Amaravathi, which attempt bleaching, 
dyeing, weaving, tailoring, knitting, knotting, packing, transporting and trading. There are 487 textile units in 
capacity and discharge around 14,610 kilo liters for each day of treated emanating into the stream, Amaravathy. The 
drinking water quality in the Karur town is contaminated because of ceaseless release of effluents (Shanmugapriya et 
al., 2017). Karur is limited by Namakkal region in the north, Dindigul area in the south, Tiruchirapalli district on the 
east and Erode region on the west. It has a zone of 2896 sq.km. Populace is 1076588 according to 2011 census 
(Salahudeen et al., 2013). Water likely is the most imperative natural resource on the world, life can't exist and 
industries can't work without water. Not at all like numerous other raw materials there is not a viable alternative for 
water in a significant number of its employments. Water assets are the most misused of the nature. Contamination of 
water bodies is expanding relentlessly because of fast industrialization and urbanization, and changing ways of life. 
Water contamination may mean adjustment in physical, substance and natural qualities of water. Contaminations 
from modern, horticultural, urban, residential, radioactive and mining sources, and these poisons sullied the water 
that end up unfit for living communities. Addition of abundance of unfortunate substances to water that makes it 
destructive to man, creature and oceanic life. Water quality can be surveyed with the accompanying TDS parameters 
(American Public Health Association, 2005) (Table 1). World Health Organization (WHO) (1984, 1996) has given the 
rules to survey the drinking water quality (World Health Organization (WHO), 1984) (Table 2) (Udhayakumar et al., 
2016). A basic scrutiny of the accessible writing has uncovered that no logical examination was completed 
concerning the nature of ground water in and around Aravakurichi Taluk. Along these lines, an endeavor has been 
made to survey the quality of ground water in and around Aravakurichi Taluk at Karur District. 
 

MATERIALS AND METHODS 
 
Ground water samples were collected from 5 bore wells in and around Aravakurichi Taluk. The sampling stations 
are represented as T. Pasupathipalayam, T. Sivan Colony. T. Sengalapuram, Vengadapuram, Chinnadharapuram. 
The water samples were collected in one liter polythene bottles. All samples were refrigerated at 4°C till the 
completion of analysis. The samples were subjected to physico-chemical analysis. The Ph was determined 
immediately at the place of collection with the help of pH pen. Total dissolved solids and Electrical conductivity of 
the water analysis kit (Elico). Carbonate, bicarbonate, calcium, magnesium, total hardness and chloride were 
estimated by titrimetric method. BOD, COD and dissolved oxygen were estimated by reflux method. Nitrate and 
sulphate were estimated by using spectrophotometric method using standard procedure. (APHA 1995;  Zahir 
Hussain and Rajadurai, 2013). 
 
RESULTS AND DISCUSSION 
 
Electrical conductivity  
The EC values for samples range between 910 and 3142 (μ mho/ cm). The EC value is directly proportional to the 
Total dissolved matter. Our samples show higher EC values than the permissible limit. The electrical conductivity of 
all the Five places is not in the permissible limits. Among all the five places, Chinnadharapuram shows very high 
value (electrical conductivity) due to this wage of effluents. When EC value exists at 3000 μ mho/cm, the generation 
of almost all the crops would be affected and it may result in much reduced yield (Srinivas et al., 2000) (Table3). 
Electrical conductivity is the measure of the ability of water to conduct electrical current. This capacity depends upon 
the grouping of ions, ionic mobility, and temperature. The electrical conductivity of water straightforwardly related 
with its total dissolved solids content is expressed as Micro Siemens/cm at 250 C (Shrinivasa Rao and 
Venkateswaralu, 2000). 
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Total hardness (TH) 
The total hardness in ground water samples collected from the study area ranged from 200 to 400 mg/L. The total 
hardness of all water samples are within the limit (600 mg/lit). Hardness of water is caused by carbonates, 
bicarbonates, sulphates and chlorides of calcium and magnesium. It prevents the lather formation with soap and 
increases the boiling point of water. The maximum permissible limit of total hardness for drinking purpose is 600 
mg/L. Hardness more than 300 mg/L may cause heart and kidney problems. A commonly used parameter for water 
quality is hardness due to the presence of Ca and Mg with anion like Sulphate, Chloride and Bicarbonate. For these, 
Manivasakam (2005) has suggested some standards (Table 4). Maximum permissible limit of calcium and 
magnesium in drinking water is 100 mg/L and 50 mg/L as suggested by and WHO. The pH value of water source is a 
measure of the hydrogen ion concentration   in water and indicates whether the water is acidic or alkaline (Kotaiah 
and Kumaraswamy, 1994). Most of the bio-logical and chemical reactions are influenced by the pH of water system. 
All the sampling locations were found to have water pH within these permissible limits, which lies in the range 
prescribed by WHO (World Health Organization, 1996). Basically, the pH was determined by the amount of 
dissolved carbon di oxide which forms carbonic acid in water. The pH values of all water samples are within the 
range of 7.22 and 7.87 and it falls in the acceptable limits. The value of alkalinity is within the limit in all places. 
 
Total dissolved solids 
The total dissolved solids in water are due to presence of all inorganic and organic substances. High values of TDS in 
cause’s gastrointestinal irritation to the human and prolonged use of such water may result in the formation of 
kidney stones and also cause heart attack. The high percentage of TDS also imparts alkalinity nature to water. TDS 
indicate the salinity behavior of groundwater. Water containing more than 500 mg/L of TDS is not considered 
desirable for drinking water. The most desirable limit of TDS is 500 mg/L and maximum allowable limit is 1500 
mg/L. The total dissolved solids present in the water sample ranges from 637 to 2179 which exceeds the permissible 
limit of 500 mg/lit. 
 
Calcium: The calcium values are found to be in the range of 50-96 within permissible limit of WHO (200 ppm). It is 
directly related to hardness. It is common in natural waters and essential for all organisms. Calcium plays an 
important role for proper bone growth. The rock, lime stone and industrial waste are the rich sources of calcium 
from where it is leached in the ground water. The magnesium values are found to be in the range 18-38 ppm. The 
magnesium values exceed the permissible limit of WHO (150 ppm) in most of the ground water samples.  
 
Chloride: In the present analysis, the chloride content varies from 220 to 760 mg/L. Most of the ground water 
samples show chloride concentration within the permissible limit (250 mg/L). Except Chinnadharapuram (760 mg/L). 
High concentration of chloride is considered to be an indicator of pollution by organic waste of animals and 
industrial origin (Yadav, 2011). 
 
Fluoride: In the present case, the value of fluoride concentration in ground water samples lie between 0.4 and 1.0 
mg/L. All water samples have fluoride concentration within permissible limit (1.0mg/L) of WHO. Groundwater 
contamination due to fluoride may be due to geological factors such as weathering of minerals, and decomposition 
of certain minerals in earth. High fluoride content in ground water causes serious damage to the teeth and bones of 
human system leads to dental fluorosis and skeletal fluorosis. Hence excess fluoride should be removed from water 
and this process is called defluoridation. 
 
Nitrate: The nitrate in water is responsible for the growth of blue green algae (Abdul Jameel, 2002). The nitrate 
values are found to be in the range 22 - 40 ppm for the ground water samples. Most of the values of ground water 
samples are within the permissible limit of WHO (45 ppm).  
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Sulphate: High concentrations of sulphate are due to the effluent from industries and the run-off agricultural land 
(Zahir Hussain and Rajadurai, 2013).The sulphate values are recorded within the range 28 - 164 ppm. The values of 
sulphates are exceeded the permissible limit of WHO (250 ppm) in most of the ground water samples.  
 

CONCLUSION 
 
The examination of water quality in and around Aravakurichi Taluk, Karur District of Tamilnadu has been done. 
The information is contrasted and standard parameters recommended by WHO, ICMR, UPSH and European 
standards. The pH, Total hardness the whole water test are well inside allowable permissible points. The TDS of all 
the water tests isn't inside allowable breaking points. The investigation of water quality parameters of the 
Chinnadharapuram territory plainly shows that the examples of stations are exceptionally contaminated. 
Consequently it is proposed that essential careful steps to be embraced before use, else it might prompts numerous 
general medical problems. It requires starter treatment to decrease the hardness and disintegrated solids. So, it is 
reasoned that According to this report, the ground water in and around Aravakurichi Taluk, Karur is appropriate for 
drinking purposes, agricultural utilization, industrial purposes and generally it is not harmful to human beings 
whereas some sample needs preliminary treatments before usage. 
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Table 1: TDS parameters (Udhayakumar et al., 2016) 

S.No TDS Water quality 
1 Less than 1000 ppm Fresh 
2 1000–3000 ppm Slightly saline 
3 3000–10,000 Moderately saline 
4 10,000–35,000 Very saline 
5 Greater than 35,000 Briny 

 
Table 2: Water quality parameters (Udhayakumar et al., 2016) 

Constituent Unit Guideline value 
Chloride Mg/lit 250 
Copper Mg/lit 1 
Hardness Mg/lit 500 (as CaCO3) 
Hydrogen sulphide  Odour not to be detected at all 
Iron Mg/lit 0.3 
Manganese Mg/lit 0.1 
pH  6.5–8.5 
Sodium Mg/lit 200 
Sulphate Mg/lit 400 

 
Table 3: Water quality vs electrical conductivity (Udhayakumar et al., 2016) 

Water quality Electrical conductivity 
Excellent <250 
Good 250–750 
Permissible 750–2000 
Needs treatment 2000–3000 
Unsuitable for most purposes >3000 
 
Table 4: Water quality vs hardness (Udhayakumar et al., 2016) 

Types of water Hardness in mg/ lit of CaCO3 
Soft water 0–50 

Moderately soft 50–100 
Neither hard nor soft 100–150 

Moderately hard 150–200 
Hard water 200–300 
Very hard >300 
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Table 5: Physico-Chemical Characteristics of groundwater samples 
  T. 

Pasupathipalayam 
 T. Sivan 
Colony 

 T. 
Sengalapuram 

Vengadapuram Chinnadharapuram 

Physical 
Examination 

     

Turbidity NT 
Units 

1 2 1 3 2 

Total Dissolved 
Solids 
mg/l 

777 637 918 762 2179 

Electrical 
Conductivity 

1110 910 1314 1098 3142 

Chemical 
Examination 

     

pH 7.42 7.87 7.22 7.56 7.42 
Phe, Alkalinity    0 0 0 0 0 

Alkalinity    240 72 260 184 232 
Total Hardness   245 200 328 248 400 

Calcium   94 50 74 62 96 
Magnesium   23 18 35 22 38 

Iron   0.28 0.3 0.27 0.24 0.26 
Manganese as 

Mn 
0 0 0 0 0 

Free Ammonia   0.01 0.01 0.01 0.01 0.01 
Nitrate   0.03 0.03 0.03 0.03 0.03 
Nitrate   24 24 27 22 40 

Chloride   226 240 270 220 760 
Fluoride   1.0 0.4 1.0 1.0 1.0 
Sulphate 28 32 34 47 164 

Phosphate    0.02 0.02 0.03 0.03 0.03 
 

Table 6: Comparison of groundwater quality with drinking water standards 
Parameter Unit WHO ICMR USPH European 

Standards 
Present 

sample study 
Electrical 

Conductivity 
(μS/cm) 300 - 300 400 910-3142 

Total Hardness mg/L 200-600 300 500 - 200-400 
pH  6.5-9.2 6.5-8.5 6.0–88.5 6.5–8.5 7.22-7.87 

Total Dissolved 
Solids 

mg/L 500 500-1500 500 500 637-2179 

Calcium mg/L 75 75 100 100 50-96 
Magnesium mg/L 50 50 30 - 18-38 

Chloride mg/L 250 250 250 250 220-760 
Fluride mg/L 1.0-1.5 - - - 0.4-1.0 

USPH – United States Public Health. 
WHO – World Health Organization. 
ICMR – Indian Council of Medical Research 
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Figure 1: Turbidity NT Units 

S 1= T. Pasupathipalayam, S 2= T. Sivan Colony, S 
3= T. Sengalapuram, S 4= Vengadapuram,    S 5= 
Chinnadharapuram.  

Figure 2: Total Dissolved Solids 
S 1= T. Pasupathipalayam, S 2= T. Sivan Colony, S 
3= T. Sengalapuram, S 4= Vengadapuram,    S 5= 
Chinnadharapuram 

  
Figure 3: Electrical Conductivity 

S 1= T. Pasupathipalayam, S 2= T. Sivan Colony, S 
3= T. Sengalapuram, S 4= Vengadapuram,    S 5= 
Chinnadharapuram.  

Figure 4: Chemical Examination of Water 
S 1= T. Pasupathipalayam, S 2= T. Sivan Colony, S 
3= T. Sengalapuram, S 4= Vengadapuram,    S 5= 
Chinnadharapuram.  
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Financial Fraud is the biggest threat in today’s digital era. Financial Frauds are increasing day by day 
which leads to the several criminal activities even to bankrupts This kind of illegal activities involves the 
complex network of trade and financial transactions, which is then difficult for the extraction of fraud 
features and which also leads to fatal end of the common man. India losses 228 crores in 52,000 cases in 
financial fraud in between March and December 2019.Finacial fraud bring huge loss in the assets. 
Financial fraud effects the victim’s mental health and may also lead to trauma. However, the intelligent 
system is required for an efficient detection and prediction of the frauds which can overcome the above-
mentioned problems. In this proposed system the dataset is collected from different kinds of sources like 
Twitter, web-based interface Naver, paxet and so on. Earlier Prediction of fraud patterns of opinion 
mining is important because it is used to prevent the financial fraud. Prediction of fraud works based on 
the best optimized features extracted from BAT. Unlike in an existing system, the proposed system works 
on the principle of fusing the network and fraud features, in order to predict the different frauds. Hence 
the paper proposes the integration of the BAT optimized ORM-(Opinion based Rule Methodology) and 
Hybrid LSTM (Long Short-Term Memory) for an effective financial fraud’s prediction. Also, the paper 
explores the usage of the deep learning networks for an efficient classification and prediction. The 
proposed algorithm has been tested with the different datasets and found to be an efficient in terms of 
prediction of different frauds such as Money laundering, Phishing and even credit card fault payments. 
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In today’s digital world cloud storage has become a vital role in storage environment, but there is no 
proper security in cloud storage for financial fraud, so the novel algorithm will predict the financial fraud 
in cloud storage hence it is proved as novel reliable method. The model is developed with other existing 
algorithms, the proposed model outperforms best in terms of Accuracy and also it predicts the fraud 
Also, the proposed algorithm has better prediction ratio of 85%-92%, which is then reliable than other 
existing machine learning algorithms. 
 
Keywords: Deep learning networks, financial frauds, Phishing, Money Laundering. 
 
INTRODUCTION 
 
Financial fraud is act of deceiving someone’s money, investment with help of a computer.  This leads to huge loss of 
money and also leads the victim to depression, anxiety and also suicidal thoughts. Because of the fast increment in 
versatile business and the development of the cloud environment, budgetary extortion in portable installment has 
emerged and turns out to be progressively normal. In excess of 87 levels of vendors bolster either versatile 
application or a portable webpage for internet shopping or both. There are different types of financial fraud like 
identity theft, Phishing and credit card fraud.   According to Consumer Sentinel Network Federal Trade Commission 
of USA tracked a report in 2019 about financial fraud 1.7 million were fraud related 651,000 were identity theft 
complaints and 23 percent reported money was lost. The credit card fraud ranks first in top losses of financial fraud 
246,763 cases with 45%. Financial fraud can disrupts any business whether small or big. It threatens the survival of 
the business by reducing the partners or clients whose is associated with. Financial Fraud spoils the good will of the 
organization. Financial fraud can also affect the common man. It leads them to mental depression, anxiety and even 
leads to suicidal thoughts. Therefore, to overcome all the problem an effective reliable financial fraud detection and 
prediction is necessary.  
 
Optimal features are extracted from BAT optimized opinion-based rule (ORM). For predefined prediction analysis 
effective feature extraction methods is needed. News information is extracted from different sources Twitter, Naver 
and Paxnet. The total amount of data collected from web-based interface like Cosmo is 1,920, KODI is 3,967. After 
optimized BAT Evaluation the best features from Cosmo is 1257, KODI is 2684. 70% of data were utilized for 
training, and 30% of data were utilized for testing. Further Predicting analysis is done using LSTM network. In 
LSTM, training phase is generally done by back propagation algorithm.  Early prediction of financial fraud is 
important because it can reduce the losses and prevent from destructions. Financial fraud like Phishing, money 
laundering and credit cards are predicted with highest accuracy   using BROD algorithm. BROD algorithm is 
predicting accurately comparing with BAT and LSTM network. Comparative analysis is done with optimization of 
different existing LSTM algorithm. Various algorithm is applied in order to validate the proposed algorithm. 
Proposed algorithm is better at Experimental results like Accuracy, sensitivity and specificity. Also, the proposed 
algorithm has better prediction ratio of 85%-92%, which is then reliable than other existing machine learning 
algorithms. 
 
Our Contribution in This Paper 
Our contribution is to design the hybrid algorithm which works on LSTM to predict the financial frauds. The 
proposed algorithm works on the met heuristic algorithm which works on the principle of BAT algorithm for the 
feature selection which is then fed to LSTM for the prediction of time series data forecasting. The organization of the 
paper is described as: Section-I illustrates related works by more than one authors. Section-II deals with the proposed 
architecture. Dataset description, experimentation and results were presented in Section-III. Section-IV deals with the 
conclusion. 
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Section-I - Related Works 
There are numerous review articles that emphasis on financial fraudulent analysis detection due to its emerging need 
in this digital world. There are many categories in fraud analysis such as money laundering, smart phones, 
telecommunication sectors, credit or debit card dealings and so on causes a severe issue on both administration and 
business side. In general, scam identification and rectification are carried out either by statistical or machine learning 
model. Initially, we reviewed on traditional statistical methods to detect the financial frauds and its limitations. 
Richard et.al analyzed the diverse statistical solutions for fraud recognition and refinement. They focused on 
computer intrusion, financial debit card transactions, communiqué sector etc., [11]. Then we proceeded with the 
machine learning modules for prediction of fraudulent data’s in the financial sectors. The detail description of the 
existing modules is given below. Roger et.al [12] developed a pictorial technique for identifying the scam data in 
financial sectors and also noted the other common problems in fraud analysis are given. The limitations are also 
declared such as  
 
Dongxu Huang et.al [13] proposed a graphical approach for fraud analysis. The proposed “Codetect” method is 
focused only on feature extraction from complex patterns for detection of fraudulent data’s which includes both 
network contents and transaction details information.  Directed graph structures are adopted to visualize the fraud 
network in terms of nodes and its relationship as edges and also it utilizes the sparse medium, feature medium in 
parallel condition. This increases the understandability of the anomaly features form the network and enhances the 
detection accuracy. The challenges on implementing this technique are statistical analysis for each network which is 
not efficient for large financial networks and not developed any detection techniques in this work. Prabin et.al [14] 
deliberated about the internal corruption in financial business sectors. The significant objective of the proposed 
module is to make simple crafted by accountants in identifying the interior fraud. KDIFD is referred as “knowledge-
driven internal fraud detection” explores the forensic information and combined with the data mining predictive 
algorithms such as OLAP [15] and neural network analysis for detection process. Auditors are benefited with the 
proposed structure which discovers about the backgrounds, data structures in terms of the employer’s transaction 
details and freedom to himself in arranging the data’s in his own acquiescent formats as per his convenience to 
detect the data fraud or not. The limitation of the proposed technique is focused only for the internal corruption 
detection and limited source. Weiyu Si et.al [16] developed the multi-objective detection reinforcement module which 
incorporates two phases of the neural network. The first part is made out of four layers of completely associated 
systems for taking in highlights from the financial information and decreasing the vulnerability of the input data. 
The subsequent part is a layer of Long Short-Term Memory (LSTM) and a layer of completely associated system to 
execute self-educated fortification exchanging to adjust the profit and hazards. The drawback of the proposed 
technique is not discussed about any real-time data’s and only focused feature extraction. 
 
Andrea et.al [17] explored the diverse machine learning techniques for identification of the credit card scam. Initially, 
they analyzed the impacts of frauds in smart cards usage and followed by the description of supervised learning 
modules for classification and prediction problems. Linear regression and decision tree algorithms are trained based 
on the real-data observed from the bank sectors to detect the frauds and also to enable the alarms based on the 
feedback data received from the end user. The limitations of the proposed model are less sufficient in fraud 
rectification solutions instead it alerts the users in prior using the feedback alert system. To overcome these existing 
modules, we developed a hybrid technique named as BAT Optimized Reliable Opinion Based Deep Learning 
(BROD) which combines the LSTM neural network and opinion based ruling algorithm with its BAT optimized 
feature selectors under cloud environment.  
 
Section-II - Proposed Architecture 
Figure 1demonstrates the proposed architecture. The proposed architecture consists of data collection unit based on 
opinion rule logics, optimized data selector using the BAT algorithm and predictor using LSTM mechanism. 
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Data Collection Methods 
News information was collected from a web-based interface 'Naver' provided by South Korea also tweets posted on 
Twitter. The data is extracted and cleaned for further processing.  It contains. Thus, 1,920 reports identified with 
Cosmo Chem. were collected and 3,967 reports applicable to KODI Corp. Above all else, money related information 
identified with stock venture should be gathered, which includes a wide range of information depicting the 
budgetary state or pattern of speculation. Most speculators used to allude to differing kinds of information, for 
example, news and reports just as clients' suppositions. Specifically, choices for stock speculation are profoundly 
influenced by financial specialists' conduct, and along these lines, conclusions referenced by speculators are 
important to evaluate chance. To ensure this, our investigation classifies and gathers two kinds of information (news 
and social information). They have various highlights; for instance, news is moderately objective since it depends on 
realities, while social information is very emotional on the grounds that it might be founded on truth or bits of gossip 
created by different speculators. In like manner, thinking about various highlights of information, news as well as 
social information are gathered. News is gathered from administrations gave by online interfaces through web 
creeping. On account of social information, there are an assortment of databases, for example, Twitter as well as 
articles posted on notices, and they are likewise gathered in a similar way.  
 
Feature Extraction 
To integrate the Opinion mining techniques, we have used the word2vec will convert the words into vectors to 
calculate the frequency of words, repeated words in the database are extracted with different attributes, features and 
data sentences etc. in which opinions are used as the basic inputs. Word2vec gives the best optimized features for 
further data processing.  
 
Optimized Feature Selector 
Feature selection is an important phase in Machine Learning that play a vital role in performance of the model. 
Irrelevant feature selection will   affect the model.  It will select only most important features to predict the target 
variable. The system has adopted the meta heuristic algorithms which is based on BAT algorithm for feature 
selection. The bat algorithm is chosen because of its following reasons: 

1. Low Complexity and High Flexible 
2. Low Computational mechanism 
3. Better Accuracy. 

 
Bat Algorithm as Feature Selector 
The standard bat method depended on the vocalizations or bio-sonar attributes of micro paddles. The main concepts 
of the “BAT Algorithm” is to pre-process and optimize the features based on the vocalization’s sound, pulsation 
rates and intensity. Yang et.al initiated this technique within three steps [4 -7]. 
Step 1: The wings observe the natural vocalizations sound to detect the distance of its neighbours during the prey 
search and also identifies the type of prey without the barriers. 
Step 2: Major parameters used in the algorithm is Velocity (Vi), bats position (xi), search space denoted by its 
frequency (Q), wavelength(lambda) and Echo sound intensity (So),parameters are described briefly in table II. 
Step 3: The loudness or echo sound are deviated from {Q min, Q max}. 
Automatic adjustments of the pulse rates and its intensity level denoted by ‘u’ which varies between {0,1} based on 
the proximity of the target. The echo sound metric is deviated between {So - Smin} 
Mathematical Model of this BAT calculations are 
 
 Initially identified the ‘Q’ range and denoted as Equ.1 

 
   (1) 
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 Velocity is updated based on Equ.2 
 

   (2) 
 

 Distance is calculated based on Equ.3 
 

    (3) 
 

 Loudness range is updated based on Equ.4 
 

    (4) 
 

Where  € (0, 1) and ‘Qmin’ is the minimum frequency =0 and ‘Qmax’ is the maximum frequency that primarily 
based on the problem statement.  The wings are primarily denoted between the ranges of ‘Q’. Subsequently bat 
figuring can be consisted as a repetition tuning computation to provide a functional fusion of inspection and abuse. 
The discharge ratios fundamentally contribute a mechanism to customize regulate then auto-zooming into the 
location with promising preparations. To illustrate signs of enhancement preparation, it is key for the group of the 
bat and the exhausted discharge. As the commotion typically reduces when a bat has originated its quarry, whereas 
the step of heartbeat release extends, the uproar can be chosen as any valuation of settlement, between Smin and 
Smax, tolerating Smin = 0 concludes which a bat has as of late found the quarry and rapidly leave transmitting any 
stable. The working mechanism for BAT algorithm is as follows  
 
Step1: Initialize the initial BAT populations. 
Step2: Initialize the Loudness, velocity, frequencies  
Step3: Calculate the fitness function for the threshold feature selection in terms of velocity, frequency and Loudness 
Step4: Iterate the above-mentioned values until it reaches the fitness function 
Step5: Stop the process 
The specification of bat algorithms used in the proposed algorithm for the better feature selector is depicted in the 
table III. 
 
LSTM Network 
A long short-term memory (LSTM) network is the combination of RNN with LSTM units [8]. The LSTM network has 
been demonstrated in fig.2. This network includes four stages (i) Cell (ii) Incoming state (iii) Outcome state (iv) 
forget state. Cell are known to be LSTM memories to recollect the values completed the time intervals. Gate is known 
to be LSTM special structure with input vectors (range between 0 & 1). The gates pass the information if the output 
gate value is “1”, it does not allow the information when the output value is “0” [8-10]. 

 
 

Cell states are used to record the present state. It is known as fundamental of the calculation node and it given as 
follows 

 
Ct = ft.Ct-1 + it .tanh(Zc.[Pt-1,Pt + bc](5) 

Zc cell state’s weight matrix 
Bc cell state’s bias vector. 
It input gate 
ft overlook gate (utilized to aid the network to overlook the past input data and retune 

the memory cells).   
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Where, 
The control of the contribution and overlook gate can be correspondingly directed as: 
it= σ(Zi·  
[Pt−1, Pt] + bi)     (6) 
ft= σ(Zf· [Pt−1, Pt] + bf)   (7) 
Where, 
Zi


Input gate weight matrix 
Zf forget gate weight matrix 
bi input gate bias vector 
bf forget gate bias vector 
The LSTM output gate can control the data in the cell state of the present time to flow into the present output. The 
yield D can be conveyed as: 
Dt= σ(Zo· [Ot−1, Pt] + bo)(8)  
Where 
Zo output gate weight matrix  
bo output gate bias vector 
LSTM final output can be expressed as  
Ot= Dt· tanh(ct )                                      (9)  
In LSTM network, training phase generally adopts the back-propagation algorithm. 
The overall working algorithm and pseudo code for the proposed architecture are given as follows 
1. Extraction of Attributes using the two categories such as Opinion Mining mechanisms using Word2vec format 
2. Selection of   Features using met heuristic BAT algorithm. 
3. Prediction using the LSTM Mechanism. 
 
Pseudo-Code for the BROD-PREIDCT 
 
1. Input F= {F1, F2,F3,F4,F5…………………………………Fn} 
2. Outputs O= Predicted Outputs for different Frauds. 
 Feature selection using BAT algorithms 
3. Initialize the initial Population with features    
4. F= {F1, F2,F3,F4,F5…………………………………Fn} 
5. Initialize the loudness and pulse rate A 
6. Define the Pulse rate and loudness 
7. If(F is not equal to Fn) 
8. While(t<maximum iteration) 
9. Produce new results by modifying the frequency and modernizing velocities and position points by equations (1) 

,(2)and (3) 
10. If (rand>t)    
11. Choose the solutions between the finest solutions arbitrarily 
12. Make the Best solutions from the above step 
13. End 
14. If (rand <A &&f(x)<f(fnbest) 
15. Select the best results and accept the results 
16. Update the loudness, positions 
17. End 
18. End while 
19. End 
---------------------------------------------------------------------------------------------------------- 
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20. For each feature construct the M Sequences from the selected features using BAT optimizers 
21. Initialize the various θ1 θ2 θ3 in LSTM 
22. While j<Epoch do        
23. Construct the M sequence LSTM networks by using calculating the Output gates, Input gates and Forget gates 

using equations (6),(7) and (8) 
24. End while 
25. End  
---------------------------------------------------------------------------------------------------------------- 
Section-III 
Dataset Description 
Our procedure utilizes web slithering for investigating the information. News information was collected from a web-
based interface 'Naver' provided by South Korea(http://news.naver.com), also tweets posted on Twitter also articles 
posted on 3 online networks – DC inside [21] Finance administration in Naver [22] and Paxnet [23] - were gathered 
for 2 firms KODI Corp. furthermore, Cosmo Chem. for 1 year as appeared in Table 4.  
Thus, 1,920 reports identified with Cosmo Chem. were collected, and 3,967 reports applicable to KODI Corp. were 
gathered (Table IV). Between them, the vast majority of conclusions happened in Finance administration upheld by 
Naver (1,552 assessments identified with Cosmo Chem. also, 3,218 sentiments identified with KODI Corp.), that is 
the most dynamic sites to split individual opinion on explicit stocks. 
 
Performance Evaluation 
The features which are extracted from the different financial datasets are used for the training and testing process. 
For evaluation, 70% of data were utilized for training, and 30% of data were utilized for testing. The assessment is 
carried out for the different BAT optimized datasets with the following parameters. 
 
Accuracy 
This function computes subset accuracy the set of labels predicted for a sample must exactly match the 
corresponding set of labels predicted. Accuracy is the most useful performance measure and just a ratio of correctly 
predicted observations with the total number of observations. 
 
 

(10)  
Sensitivity 
It is also known as TRUE POSITIVE RATE. It is proportion of the samples which are exactly positive which gives a 
positive prediction. Sensitivity is expressed as probability of true positive samples from total number of samples. 
 
 
   
 

(11) 
 
 
Specificity 
It is also known as TRUE NEGATIVE RATE. It is proportion of the samples which are exactly negative which gives a 
wrong prediction. Specificity is expressed as probability of true negative samples from total number of samples. 
 
 
                                                                                                                     (12) 
 

 x 100  
 

 
      

x 100     
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TP and TN denotes ‘True Positive’ and ‘True Negative’ values and DR& TNI Denotes Number of Detected Outcomes 
and Whole number of Iterations. The performance of the proposed hybrid LSTM algorithms has been evaluated by 
different cases which are as follows] 
 
Accuracy Prediction 
For accuracy of prediction, the proposed algorithms were analyzed for the different neurons which are considered to 
be ROC (region of convergence) and compared with the other existing LSTM based learned algorithms. The best 
features are extracted from BAT and fed into LSTM Model with different number of neurons and its accurate 
prediction. From the above tables, it is very clear that the optimized feature selector based LSTM has better accuracy 
of prediction when compared with existing LSTM algorithm. Moreover to analyze and strengthen its performance, 
more parameters such as sensitivity and specificity were calculated and compared with the existing algorithms. 
Hence to prove the efficiency of the bat optimized LSTM, we have compared the other optimization algorithm such 
as Particle Swarm Optimization and Genetic Algorithms which was demonstrated in table VIII. From the above 
tables, it is clear that the proposed algorithms with BAT optimizer has much more sensitivity and selectivity when 
compared with the traditional LSTM mechanism. To validate the proposed algorithm, we have taken the different 
frauds in the data and compared with the other learning-based fraud systems. From the above figure, proposed 
BROD algorithm outperforms the other learning algorithms in terms of selectivity, specificity and accuracy of 
prediction. Moreover, the proposed algorithm has been validated for the different frauds in which the algorithm 
proposed has superior performance when compared with the other existing algorithms. 
 
Section-IV 
 

CONCLUSION 
 

Financial fraud is an important problem in today’s world. Prevention of financial fraud is important to reduce the 
economic losses. Financial fraud it is dangerous for industries and also for common people. It causes mental 
depression and even suicidal thoughts. To solve this problem the novel BROD helps to prevent the financial fraud 
before happening In this paper, explored the most recent financial fraud detection by Novel BROD which works on 
the principle of Bat optimized LSTM which has Opinions as the major inputs. The experimental data were collected 
from web-based interface and various methodologies were analyzed for validating the proposed algorithm. Nearly 
15 attributes were collected and analyzed by using the proposed algorithm to detect the various kinds of financial 
frauds. Optimization algorithm PSO and GA is used to optimize the BROD model, for optimizing prediction model. 
Experimental outcomes demonstrate that the proposed algorithm has better performance in terms of accuracy, 
sensitivity and specificity when compared with the other deep learning algorithms without optimization. Proposed 
algorithm predicts 82-90% accurately. It works better than SVM method used for detecting bank fraud. In future 
work, we aim to advance the performance of the algorithm by integrating machine learning in deep learning 
algorithms. 
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Table 1: Literature Survey 
S. No Author Title Journal & Year Methods  Advantages Limitation 
1 Dahee Cho, 

Kyungho Lee 
An Artificial 
Intelligence 
Approach to 
Financial 
Fraud 
Detection 
under IoT 
Environment: 
A Survey and 
Implementati
on. 

Hindawi Security 
and 
Communication 
Networks 
Volume 2018. 

It is implemented in 
both ML and DL 
methods to compare 
the efficiency of the 
problem. 

It discovers 
hidden 
patterns of 
financial fraud 
using 
supervised 
and 
unsupervised 
learning 
algorithm. 

ANN 
process 
takes 
longer 
than 
machine 
learning 
process. 

2 Weiyu Si, Jinke 
Li, 
RuonanRao,Peng 
Ding  

A Multi-
Objective 
Deep 
Reinforceme
nt Learning 
Approach for 
Stock Index 
Futures 
intraday 
Trading. 

10th International 
Symposium on 
Computational 
Intelligence and 
Design, 2017 

Reinforcement learning 
methods and and deep  
neural learning 
methods   

Recurrent 
networks uses 
older actions  
as the 
feedback in 
order to make 
continuous 
actions for 
balancing the 
trade and 
profit.  

The 
proposed 
technique 
is not 
discussed 
about any 
real-time 
data’s and 
only 
focused 
feature 
extraction 

3 Dongxu Huang, 
Dejun Mu, Libin 
Yang, 
XiaoyanCai.CoDe
tect:  

“Financial 
Fraud 
Detection 
with 
Anomaly 
Feature 
Detection” 

Journal of IEEE 
Access, 2018 

Novel fraud detection 
method codetect 
detects anomaly 
features in financial 
transactions. 

Increases the 
understandabi
lity of the 
anomaly 
features form 
the network 
and enhances 
the detection 
accuracy 

Analysis 
for each 
network 
which is 
not 
efficient 
for large 
financial 
networks. 

4 SahilDhankhad, 
Emad A. 
Mohammed 
Behrouz Far 

Supervised 
Machine 
Learning 
Algorithms 
for Credit 
Card 
Fraudulent 
Transaction 
Detection: A 
Comparative 
Study 

IEEE 
International 
Conference on 
Information 
Reuse and 
Integration for 
Data Science, 
2018 

SVM.RandomForest,Lo
gistic Regression, 
Gradient  Boosting 
,MLP Classifer, DTree, 
KNN and Naive Bayes. 

The best 
features will 
lead to get  
higher  
accuracy for 
credit card 
fraud 
detection. 
Results of all 
models is 
superior in its 
performance. 

Limited 
size of 
training 
and test 
dataset. 

5 Andrea Dal 
Pozzolo.. 

Adaptive 
Machine 

A thesis. 
Université Libre 

Classification and 
detection using Linear 

Models are 
trained based 

It is not 
sufficient 
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Learning for 
Credit Card 
Fraud 
Detection 

de Bruxelles,2018 Regression and 
decision tree algorithm.  

on the real-
data which is 
observed from 
the bank 
sectors to 
detect the 
frauds trigger 
alarm based 
on the 
feedback data 
received from 
the end user 

in 
rectifying 
the 
solution 
but it 
instead it 
just send 
alarm and 
alerts the 
user. 

6 Nana Kwame 
Gyamfi,Jamal-
DeenAbdulai 

Bank Fraud 
Detection 
Using 
Support  

 

2018 IEEE 9th 
Annual 
Information 
Technology, 
Electronics and 
Mobile 
Communication 
Conference 
(IEMCON),2018 

SVM to detect bank 
fraud  

Fraud has 
been detected 
well using 
SVM method. 

Takes 
more time. 

 
. 

 
 
 
 
 
 
 
 
 
 
 

Table 3: Represents the Feature Selector Mechanism using the BAT algorithm 
Sl.no  Description of features Feature Description 
01 No of Input Features (initial population) 15 
02 No of feature selected 06 
03 Initial Velocity 20% 
04 No of Iterations BAT optimized 
05 Initial Loudness 0.9 
 
Table 4: Total Number of Datasets for Evaluation 
Data Set 
Details 

News DC Inside Finance in 
Naver 

Twitter Paxnet Total 
 

Cosmo 187 25 1552 44 112 1920 
KODI 341 359 3218 49  0 3967 
 

Table 2: Symbols and notations of the parameters 
S.No Symbol Description 
1 Velocity (Li) Each virtual bat flies randomly with its velocity. 

As higher the velocity faster, it moves through search space. 
2 Position (xi) Each individual has its position(solution) 
3 frequency (Q) Each bat is assigned a frequency randomly to draw a 

uniform form [Q min, Q max]. 
4 Wavelength (lambda) Wavelength varies depending on the prey. 
5 Echo sound intensity 

(So) 
Loudness to search the prey 
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Table 5: Total Number of Datasets for Evaluation after BAT optimizer 
Data Set Details News DC Inside Finance in Naver Twitter Paxnet Total 
Cosmo 135 25 1023 24 50 1257 
KODI 200 250 2209 25 0 2684 
 
Table 6: Accuracy of Prediction with the different number of neurons For the Proposed Algorithm 
Sl.no Number of Neurons Accuracy of Prediction (%) 

01 N=50 95% 
02 N=100 94.5% 
03 N=150 95% 
04 N=200 96% 
05 N=250 95.5% 
06 N=300 95% 

 
Table 7: Comparative Analysis between the proposed algorithms with the Existing Algorithms in terms of 
accuracy of Prediction 

 
 
 
 
 
 
 

Table 8: demonstrates that BAT optimized LSTM has outperformed other optimization algorithm in terms of 
predicting the different categories of attacks. 

 
 
 
 
 
 
 
 
 
 

 
Table 9: Comparative Analysis between the proposed algorithms with the Existing Algorithms in terms of Sensitivity 
Factor 
Sl.no 

Number of  
Neurons 

Sensitivity for Proposed 
Algorithms 

Sensitivity for LSTM (without 
optimizer)[16] 

01 N=50 90% 84% 
02 N=100 90% 83.5% 
03 N=150 91.5% 81% 
04 N=200 91% 82.5% 
05 N=250 90% 82% 
06 N=300 90.5% 81.5% 

Sl.no Number of  
Neurons 

Accuracy of Prediction (%) For 
Proposed Algorithms 

Accuracy of Prediction for LSTM 
(without optimizer)[16] 

01 N=50 95% 90% 
02 N=100 94.5% 91% 
03 N=150 95% 91% 
04 N=200 96% 92% 
05 N=250 95.5% 90% 
06 N=300 95% 90% 

Sl.no Number of  
Neurons 

Accuracy of Prediction (%) 
For Proposed Algorithms 

Accuracy of 
prediction using 
PSO 

Accuracy of prediction 
using GA 

01 N=50 95% 92% 89% 
02 N=100 94.5% 91.5% 85% 
03 N=150 95% 91% 85% 
04 N=200 96% 91% 84% 
05 N=250 95.5% 90% 83% 
06 N=300 95% 89% 83% 
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Table 10: Comparative Analysis between the proposed algorithms with the Existing Algorithms in terms of 
Selectivity 
Sl.no Number of 

Neurons 
Selectivity For 
Proposed Algorithms 

Sensitivity for LSTM(without 
optimizer)[16] 

01 N=50 88% 83% 
02 N=100 90% 82.5% 
03 N=150 90.5% 80% 
04 N=200 91% 80.5% 
05 N=250 89% 82% 
06 N=300 89.5% 82.5% 

 

 
Figure 1 Proposed Architecture Figure2 Performance Evaluation for the Proposed 

BROD Algorithm for the different frauds and 
compared with the existing algorithms in terms of 
accuracy of prediction  

 Figure 3 Performance Evaluation for the Proposed BROD 
Algorithm for the different frauds and compared with 
the existing algorithms in terms of Sensitivity. 

Figure5 Performance Evaluation for the Proposed 
BROD Algorithm for the different frauds and 
compared with the existing algorithms in terms of 
Specificity.  
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Wide clinical testings are essential before a medicine is accommodated in the market. But this is very 
challenging to determine all the Adverse Drug Reactions (ADR) for any approved drugs due to limited 
number of clinical trials. Twitter is a social media space where opinions of the public are communicated 
in day to day life. So advancements in science have resulted in the flourishing of enormous public data 
and the attainability of the vast datasets present excess research chances. The tweets provide data 
containing valuable information about drugs and their effects. An endeavour is made in this paper to 
comprehend opinion of the public on the antidiabetic drugs (Generic and Branded) to identify the level 
of ADR by examining the content of tweets using sentiment analysis (opinion mining) and Machine 
Learning(ML) methods. Opinion of people regarding diabetic drugs is taken from twitter from 2017 to 
2019 for analysis. Initially preprocessing is done to remove noise from the data making it useful for 
further analysis. After data cleaning, feature extraction and selection techniques are carried out for 
improving the classification accuracy. Machine learning techniques are used to analyse finally the 
optimized dataset and comparison of results are done. 
 
Keywords: Diabetic drugs, Twitter data, Preprocessing, Feature selection, Classification 
 
INTRODUCTION 
 
Due to great success of the social media, a large number of people are now utilizing social network services in order 
to gain active interaction with other users [20]. Social media site such as twitter is a very potent communication 
device and about 360 million messages are created daily. News about life events, sharing of opinions and discussions 
are communicated through this media. The data collected and gathered from twitter can be utilized for surveying 
opinion of people [1]. In twitter, users send brief messages called tweets. In this research twitter Application 
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Programming Interface (API) is used for data collection. Opinion mining has numerous uses in wide variety of 
domains. In particular, it plays a major role in the field of healthcare through the analysis of drugs related opinions. 
In this research opinion analysis of tweets regarding metformin (drug which is used for diabetes) is done. Metformin 
is a molecule used for treatment of type-II diabetes (Maturity Onset Diabetes). Diabetes is a condition where there is 
insufficient insulin in the human body or the insulin that is secreted is ineffective causing high blood sugar levels. 
International Diabetes Federation states that the top three countries with massive number of diabetes are China, 
India and United States [2]. 60% of physicians are of the opinion that lucidity and genuineness of social media helps 
to enhance the quality of care provided to the patients [13]. To enhance health care standard through social media 
analytics evolving efficacious methods of collecting, surveying and envisioning data to transfer different data into 
knowledge and business intelligence is urgently needed. Twitter social networking platform is a valuable source for 
recognizing ADR due to its effective and real time nature [14][15]. Research using twitter analysis to investigate 
ADRs has progressively grown in recent years [16][17]. ADR monitoring profits from social media analytics in a 
number of ways adding merit to the current practice of pharmocovigilance[18]. Metformin is a commonly used drug 
and is a safe and effective treatment for type-2 diabetes. It reduces the amount of glucose made by liver and it 
increases the effect of insulin on human body. Metformin are available as generic and as brand name drugs. This 
work analyses people’s opinion in twitter towards metformin and their related branded medicine by using opinion 
mining and machine learning approaches [3]. The objective of this paper is to predict the adverse effects of the 
antidiabetic drug metformin there by providing feedback to the physicians. The rest of the paper is modelled as 
follows: the section II deals with related work, section III deals with proposed scheme, section IV deals with 
methodology, section V deals with Results and Discussion, Section VI deals with Conclusion and Future Scope. 
 
Related Works 
Different sentiment analysis techniques are utilized to analysing the twitter dataset for various purposes. Some of the 
existing system is described in this section. M. bouazizi, T. ohtsuki [4] have made a study on tweets which contained 
more than one sentiments instead of an overall single sentiment. This is called as multiclass sentiment. For this study 
the  SENTA tool was used. In their approach the authors determine all the sentiments in a particular tweet and 
provide a score for each sentiment depending on their weightage. This process is called Quantification. Pulkit et al. 
[5] made a study on reach of a tweet and survival of the tweet using the Sep 18, 2016 post uri terrorist attack, Indian 
public tweets from twitter. They had gathered 59,988 tweets over a period of one month from Sep 18, 2016. Using last 
retweet, number of retweets, number of favourites it is possible to determine information flow of data on twitter. 
They have used Naïve Bayes and SVM algorithm to classify the data after preprocessing. Also the trend of positive 
and negative tweets were also studied. Sudarshan Sirsat et al. [6] has done a study in sentiment analysis on opinion 
from twitter regarding a product using Textblob in python and Naïve Bayes algorithm. Attributes such as likes and 
retweets were also measured. Hetu et al. [7] Proposed sentiment analysis model for data from twitter based on 
anaconda python. Data set is extracted from kaggle in which they clarify the opinions based on positive and negative 
reviews. The proposed method gives great accuracy on huge data set. Ali hasan et al. [8] proposed a model using a 
combination of lexicon based sentiment analysis and supervised machine learning algorithm. This hybrid approach 
was used to analyse twitter data containing public views about political parties and elections. This model basically 
converts tweets in urdu language to English and does further processing. In this research. Naïve Bayes and SVM 
classifier and Sentiment Lexicons: W-WSD, Senti Word Net and Text Blob have been used. Asha S Manek et al [21] 
made a sentiment analysis study on a large movie review data set from the web using Gini Index based feature 
selection method with support vector machine classifier. The Gini Index method is more competent in classification 
enforcement in terms of decreased error rate and accuracy. Achin jain and vanita jain [20]  have made a study on 
sentiment analysis about twitter data regarding the opinion of the public about government policies on renewable 
energy. Feature selection was done using Cfs subset evaluation and information gain methods and accuracy was 
compared. Five different machine learning algorithms were used, SVM proved best accuracy on  combination with 
PUK kernel and Cfs subset evaluation. 
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Proposed Scheme 
In the proposed opinion mining system, terminologies which are used are listed below. 
 
Medication Selection 
To analyse the twitter data specific drug names are needed. In this research the drug Metformin is selected to view 
related effects on twitter data. Criteria for choosing Metformin are since metformin is in the market for 50 years 
sufficient tweets would exist for the effects to be reported. This drug most probably will not be taken by patients 
whose condition prevented them from posting tweets frequently. The generic drug name Metformin, the equal brand 
names: Baymet, Diamet, Emfor, Formin, Glumet, Glyciphage and Gluformin are the drugs chosen for data retrieval. 
The given medicines are prescribed for treating type-2 diabetes mellitus. Metformin is on the World Health 
Organization’s (WHO) list of essential medicines and is the safest and most efficacious medicine necessary in the 
health care system [9]. 
 
Twitter 
Jack Dorsey, Noah Glass, Biz Stone, and Evan Williams launched twitter in July 2006. At present there are 330 million 
twitter users actively using it. The number of adults who use twitter media increased from year 2010 to 2019 is 
illustrated in the below figure. Twitter is one of the biggest communal networking sites. Twitter is used as a 
universal platform for opinion sharing, news distribution, discussion and socialization. Consequently, such a 
tremendous amount and high pace flow of twitter data created at each moment have the ability of being used for 
important analytical and interpretation purposes [10]. 
 
Opinion Mining (OM)/Sentiment analysis (SA) 
Opinion Mining (OM) is a process of surveying the public opinion about a given product, service or topic. It is also 
named as Sentiment Analysis which involves creating a system to collate and survey the emotions, opinions and 
other messages made in site posts, notes, reports or tweets. Opinion mining software facilitates automatic extraction 
of opinions in text and also tracks attitudes and opinions.  There are two main goals of opinion mining. To collect 
opinions from raw and disorganized text using algorithmic or statistical techniques or a mixture of both. To 
recognize and extort object visages that have been noticed and commented by an opinion holder. To determine the 
polarity of opinions with respect to the given target. Opinion mining and sentiment analysis are used as a sub-
component technology in recommendation systems. It is used for identifying people’s opinion about any 
product(e.g. Metformin) and then used to analyse about their level of satisfaction[11]. 
 
Machine Learning (ML) approach 
Machine learning examines the ability of computers to  learn based on data. To make decisions in highly complex 
areas the computer programs are synthesized to automatically learn to identify complex patterns and make 
intelligent decisions based on optimized data. ML algorithms are used to determine the opinion mining as a typical 
text analysis issue that makes use of objective features. A set of training data are taken where each data is labelled to 
a class. The classification model is associated to the features in the testing data to one of the class labels. Then for a 
particular feature of unidentified class the model is used to envision a class label for it. The supervised learning 
methods depend on the existence of training data which are labeled [12]. There are plentiful supervised classifiers 
available. The above Figure. 2 illustrates the functioning of supervised binary classification. The proposed system 
utilises three supervised machine learning algorithms to classify the ADR of Metformin with the twitter data. The 
supervised machine learning materializes from the labelled cases in the training data set. It helps the learning models 
to be trained efficaciously, so that they can yield great classification accuracy. Therefore a judicious selection of the 
machine learning algorithms with organized and methodical pathway is mandatory [11].   
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Proposed Methodology 
Figure 3 shows the schema for the proposed research. The proposed architecture consists of Dataset Collection and 
Preprocessing, Feature Extraction, Feature Selection and classifier models. The research work has been approached 
in five different phases: 
 
Data Collection  
Having a complete and solid dataset is the fundamental step to execute opinion mining. The required material 
knowledge could be possessed from twitter media. Twitter opinions regarding ADR of Metformin and relevant 
branded drugs were used in this study to construct the classification model. In order to collate real time data by the 
users twitter offers Application Programming Interface (API). Twitter API keys are important to accessorize the 
twitter streaming API.    Twitter API keys are API key, API secret, Access token and Access token secret. Tweepy are 
library files that are used to capture the twitter data. Tweepy is a tool which organizes the connection among 
computer programs and web services. In this research R-tool is used for collection of tweets posted in recent past by 
the users to retrieve metformin related tweets. The gathered data is stored into the .csv file. 
 
Data Pre-Processing  
In order to achieve good results it is very important to exercise text preprocessing steps before examining the tweets 
[22]. Each twitter text contains characters not above 140. A variety of colloquial languages can be used for tweeting. 
Tweets contain unwanted data such as URL, hashtag, punctuations, stop words, white spaces etc., These need to be 
removed to give rise to a meaningful message.  Steps involved in the preprocessing of tweets are as follows: 
 
Uniform Resource Locator (URL): URL does not play any role in opinion analysis. So URL markings with HTTP:// or 
HTTPS:// can be eliminated for efficacious analysis. 
Conversion to Lower Case: While creating tweets the text contains a mixture of both upper and lower case 
characters which makes it difficult for analysis. Hence the text is uniformly converted into lowercase characters [6].  
User name Removal: Twitter texts contain user names. Their presence does not help in opinion analysis so it should 
be removed. 
Removing the Punctuations (#, @, etc,): Punctuation are to be removed to make analysis easy. 
Remove Blank spaces: This step is used to remove the unwanted blank space which helps for the tokenization of the 
tweets.  
Tokenization: Tokenization means breaking the sentence into words.  
Removing stop words: English stop words enlisted and gathered in python programming language are removed to 
reduce the computational load. 
Lemmatization: Lemmatization is the process of grouping inflected forms together as a single base form known as 
lemma. Ex: reducing “treatment”, “treating”, or “treats” to the lemma “treat”. 
Table 1 depicts the examples of preprocessed tweets. After preprocessing is done, the analysis goes to the next step 
called feature extraction. Retrieval of valuable words from the tweet body is called feature extraction. 
 
Feature Extraction  
In feature extraction the words which denote the ADR of metformin are made available in the dataset. These words 
are present in the list of ADR declared by WHO. For twitter data analysis the following attributes were taken as the 
inputs. 
Favourite: Refers to the messages from individuals which are liked by the other users. 
Favourite count: Returns the number of times this ‘tweet’ has been liked by other users.  
Truncated: It will allow for matching on the included entities even if they are not visible in the tweet body. 
Re-tweet: TRUE if this status has been retweeted.  
isRetweet: Whether or not the tweet that we are looking at is an original tweet or that is a retweet of what someone 
else has tweeted. 

Radha Priya and Devapriya 

 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30435 
 

   
 
 

Retweet count: Returns the number of times that particular tweet has been retweeted. 
The above attributes are the primary necessity of the twitter media which is appropriated for the research and it 
resonates the essence of message sharing logic. These attributes echos the treatment with medicine metformin 
through the twitter messages [19]. The final features are extracted in the model, if the tweet message is favourite,  
favourite count and retweet count is one or more than one then tweet is labelled as 1 else 0. The python coding is 
used to retrieve the twitter messages with side effects specified in WHO list. The individuals whose favourite count 
and retweet count is more than one indicates echoing of liking and sharing of the same side effects. The feature 
engineering methodology is applied for fruitful recognition and classification of ADR. 
 
Feature Selection  
In the present era with vast developments in Science and Engineering large datasets are increasingly the norm for 
which feature selection is widely used. Several features are routinely present in social media data sets. For efficacious 
opinion analysis many feature selection techniques have been developed that has a important part for recognizing 
compatible features and enhancing classification accuracy. In this proposed system Glowworm Swarm Optimization 
(GSO) technique is applied to refine the extracted features for opinion classification. It is important to monitor that 
the execution of the proposed optimization algorithm is dependent on the classification results. This research tests 
the features on different optimization algorithms with Support Vector Machine (SVM) classifier to select the best one. 
The other feature selection techniques used are Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) 
used along with SVM. The GA is used to imitate the natural selection of survival of the fittest theories expressed in 
genetic engineering. PSO refines a target function by operating a population based search. Even though the GA and 
PSO prove to be efficient in feature selection the major disadvantage of GA is it requires repeated fitness function 
evaluation for complex problems and for PSO it is the non-optimal tuning of input features. To overcome the 
drawbacks, a GSO algorithm is proposed to optimize the input features to produce the high accuracy of 
classification. 
 
Classification models  
The Supervised Machine learning algorithms Naïve Bayes(NB), K-Nearest Neighbour(KNN) and Support Vector 
Machine(SVM) are proposed in this research. The data is labelled and from the training data the algorithms are 
trained to predict the output. Each supervised machine learning algorithm has its own advantages and 
disadvantages. NB algorithm is constructed from the Bayes theorem which is founded from the independence 
theory. It utilises independence among its features. The disadvantage of NB is, it is difficult to gather data that have 
purely independent features. KNN algorithm segregates the co-ordinates into clusters which are identified by a 
specific character. This classifier is able to function well with low level of input features but as the features increase to 
high levels it finds it difficult to predict the output of new data point. It is necessary to determine the distance of 
every point occurrence to all training data. SVM classifies the data based on the concept of decision planes. SVM 
predicts with the highest accuracy than NB and KNN [23]. 
 

RESULTS AND DISCUSSION 
 
The intended system is executed in the python 3.6 with Anaconda 3.vb distribution with Sci-kit machine learning 
packages. The intended technique has been tested with the datasets after pre-processing which are gathered from the 
twitter media using twitter API. Initially, 1047 metformin related twitter messages were taken for analysis. After 
preprocessing, feature extraction technique is applied to extract 176 appropriate messages from twitter data. Totally 
twitter data have 14 attributes, but 6 attributes are appropriate for identifying the ADR of the diabetic 
drugs(Metformin and equal branded medicine). Various evaluation process is considered to be most important 
phase, since the proposed algorithm has selected the minimum feature vectors from the extracted features and 
performance of classification models calculated. The feature selection and ML algorithm provided by the python 
machine learning toolbox is utilized for assessing the effort of the proposed methodology and calculates the level of 
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side effects present in the extracted dataset. The results proved that SVM has low misclassification rate than the other 
algorithms. Considering the results achieved by all the employed classifiers, experimental results proved the GSO 
optimization with SVM classification algorithm has increased the performance of the algorithms. Figure 4 shows the 
graphical representation of accuracy of various feature selection algorithms with SVM. Figure 5 shows the graphical 
representation of accuracy of various Machine learning algorithms with GSO. 
 
CONCLUSION AND FUTURE SCOPE 
 
Opinion mining attributes to the utilization of natural language processing and text analysis. It is widely applied to 
the data from the social media regarding opinions of the customers about the product and health care materials. In 
this research proposed approach have been applied on healthcare and pharmocovigilance spheres, regarding ADR of 
antidiabetic drugs using twitter data. For accurate prediction of ADR of metformin related drugs various feature 
selection algorithms and machine learning algorithms are used. Results following the experiments show the efficacy 
of the proposed approach and GSO with SVM functioned undoubtedly better than the other machine learning 
algorithms. The proposed work can be compared with other classification algorithms to know the performance level. 
The number of patients with each ADR can be explored. Other Social Media web sites can be analysed and 
compared. 
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Table 1. Examples of preprocessed data 

Original Pre-processed 
RT @medivizor: Does metformin treatment 
improve heart enlargement in coronary artery 
disease? https://t.co/0KBbD7OqLG via 
@medivizor #Heart… 

[‘merformin’, ‘treat’, ‘improve’, ‘heart’, 
‘enlarge’, ‘ coronary’, ‘artery’, disease’] 
 

@JayMo_215 Good! Hypoglycemia is not fun 
and can be very serious. Several things can 
cause it. 

[‘hypoglycemia’, ‘fun’, ‘very’, ‘serious’, 
‘several’, ‘ things’, ‘cause’] 
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Figure 1. Number of users in twitter social media 
(2010 – 2019) 

 
Figure 2. Functioning of supervised binary 
classification 

 
Figure.3. Block diagram for the proposed system Figure .4 Accuracy of Various Feature Optimization 

Algorithms with SVM 

 
Figure .5 Accuracy measure of Various Classification Algorithms 
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In Today’s Internet World, Fraud risk on intentional deception is made for financial gain. The usage of 
credit and debit card fraud has been a growing issue in recent years, not because of the increased 
prevalence of card payments in e-commerce.  Each Year billions of dollars are lost in the revenue. The 
preventative measures for fraud still show room for improvement.  Recently An additional fraud 
detection method is suggested based on the co-occurrence-based fraud detection system that works 
based on customer buying behaviour. In case of an individual there exists many transactions, the 
correlation of co-occurrence connects the graphs generated through various transactions. This graph is 
prepared by the personal details. Fraudsters assume the actions of customers on a daily basis, and fraud 
trends are rapidly evolving. So, fraud detection systems need to monitor online transactions efficiently 
with the use of unsupervised learning, because some fraudsters commit frauds once through the online 
medium and then switch to other techniques. This proposed system uses deep learning method 
Convolutional Neural Network (CNN) to learn from co-occurrence relationship with behavior model 
(BM) called as BM-CNN. The learned behavior model is utilized to predict the fraudulent transactions. 
The output of the approach is validated by a real-time database acquired from a commercial bank. It is 
useful for optimizing the effectiveness of detecting the fraudulent online payments. 
 
Keywords: Online Payment Services; Fraud Detection; Network Embedding; User Behavioural 
Modelling; deep learning; CNN 
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INTRODUCTION 
 
In 2016, recorded that the quantity of bogus e-commerce card transactions (chargebacks) in Latin America is 
equivalent to 1.4% of the cumulative net of the economy [1]. There are several key issues for accurately detecting 
these payments. The large number of transactions which have to be analysed in real-time, and the assumption that 
scams may not happen regularly but it generates extremely unbalanced databases. In addition to it, there is a huge 
price difference between the scam understood a valid payment as a scam, because in the today’s situation, By 
generating chargeback the merchant's financial losses were very larger Card-based payment solutions are a simple 
way of promoting purchases for the extremely hectic lives of the people of developed and emerging countries. 
Conversely, the extensive use of credit and debit cards has contributed to a stable industry for scammers. With huge 
amounts of money to be traded annually, it'd be advisable to remember that the requisite measures are taken to 
protect the system. Payment card theft is the abuse of a card to allow payments without permission or forgery[2]. It 
might take place in different ways and with various methods. The utilization of a stolen credit card to enable illicit 
transactions through the internet or at an area is a money robbery also known as digital and physical fraud[3]. In 
another side, forgery requires modifying physical cards by techniques which include cut and insert and de-
emboss/re-emboss [4]. Payment theft has a range of effects. Direct cash effects are noticeable and this disturbs 
especially traders, since they're the participant that many of the damages must have [5]. 
 
The management of financial crime by all banking sector is becoming a major concern of online payment fraud. The 
development and availability of innovative card payment forgery, like data theft, cyber-attack, and zombie blogs, are 
extremely problematic, and leading to magnitude of the risk. Cost effective identification of forgery in the online is 
seen by all banking sector as a big problem and a lead for growing attention. Scams generally vary from the 
everyday life of the victim to obtain the funds of the victim [6]. This may be the core principle of the viability of 
behavior-based scam identification. Based on the idea, the academic group is dedicated to create behavioral 
frameworks to appropriately recognize the difference in terms of behavioral structures. The key task is to develop a 
successful behavioral framework with low-quality conduct details [7]. Two additional strategies are used 
for detecting fraud. The differential analysis monitors and compares transaction usage patterns to usage history, 
which represents a recipient's regular conduct. Any major difference from regular behavior shows that there is a 
possible scam. The robustness of the agencies allows further dividing behavioral frameworks into the unified 
framework [8] as well as the population-level framework [9]. In this research, the purpose is to design the relevant 
data improvement strategies for the most advanced behavioral framework that operate too known framework 
improvement methods. In particular, dataset enhancement can be successfully carried out for behavioral modelling. 
Interactions between every person and its identifier, for instance, the payment amount, would be founded for every 
payment. In order to indicate whether the payment is illegitimate or ordinary, every address will also be connected. 
The collection of payments which be separated into a couple of disjoined subgroups as per the nature of the 
payments, i.e. natural and illegitimate collections of payments. Because a business will occur in large exchanges, the 
co-occurrence interaction binds the graphs created by various payments. The principle is that every system used for 
internet transactions has a standard detection, as is supposed to be three main phases. It is presumed that the 
likelihood of a payment being a scam is raised with the amount of transactions reached from a certain origin as the 
particular session. The main supposition is that the only way to identify that a crime is committed by revealing it to 
the consumer. This study employs a deep learning approach to train about the interaction of co-occurrence. The 
trained behavior framework is applied for detecting the illegitimate payments. 
 
The major contributions are summarized as follows: 

1. A new effectual data augmentation scheme and a single interface between network embedding schemes 
and behavioral frameworks are designed via modifying the conserved correlation systems based on deep 
learning-based classification of behavioral frameworks. 
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2. The designed algorithms tested on a real-time online card transaction service case. It is confirmed that the 
designed algorithm considerably better than the standard classifiers depending on classification 
performance evaluation metrics. 

3. The remaining part of this article is prepared as follows: Section 2gives the review of literature. Section 3 
presents the methodology of proposed deep learning-based scam identification and Section 4 illustrates its 
performance. Section 5 summarizes this paper and suggests the future scope. 

LITERATURE REVIEW 

In [11] developed a Fraud-BNC, a modified Bayesian Network Classifier (BNC) for an online card scam identification 
issue. The process of designing Fraud-BNC was executed via a Hyper-Heuristic Evolutionary Algorithm (HHEA) 
which delivers data about the BNC into a categorization and checks for the most appropriate mixture of these 
elements for a certain database. The scammers also generate novel trends or susceptibilities to check payments with 
the consideration of novel authentication functions in card payments. In [12], several critical matters emerging 
during the session were highlighted, particularly on the subject of digital frauds and card payment theft. The existing 
legal system is provided by Greek judges which have addressed the most core concepts of digital banking offences 
involving financial crimes, distribution of false facts and the theft on credit and debit cards. In [14] a new method 
was suggested, based on theoretical and computer-precious development of classical banking. Large-scale 
information and a reply back analysis by more than 100,000 policy clients suggest that mobile payments cause clients 
theft. Primarily, consumers with interest amount deadlines will eventually make more denied complaints, and 
clients with monthly installment plans will be more dishonest, with increased client contact over period. Many 
current data mining methods, like the Hidden Markov model, fugitive logic, nearest K neighbour, genetic 
algorithms, the Bayesian network, the artificial immune system, the neural network, decision tree, support vector 
machine, a modified approach and the ensemble classification have been employed to identify theft. that's the case in 
all industries. The aim of [15] was to combine different methods to data mining that are needed to identify payment 
scams and provide a regular financial field view. Data disparity also poses substantial challenges in the fraud 
prevention. The efficacy of the current method of detecting fraud is in doubt only if the suspicious activity was 
accomplished after detecting malicious practice. 

Proposed Methodology  
This model aimed at developing the corresponding data augmentation methods for the standard behavior 
frameworks which serve as the well-identified approaches of system development [18]. There out, as illustrated in 
Fig. 1, the entire workflow of the information-driven fraudulent identification method encompasses the following 
major processes: data interpretation, augmentation and classification using CNN. In data interpretation, the 
information are interpreted suitably via regenerating the lossless payment file details. In data augmentation, the 
information is realized for behavioral modeling through creating the correlation graph and heterogeneous transfer 
embedding schemes for defining and extracting greatly fine-grained co-occurrences among payment features. After, 
according to the augmented information, the respected behavioral frameworks are introduced for achieving the 
identification of fraudulent activities. Lastly, in classification process, this fraudulent detection model is executed 
according to the amount of accesses through the client and a likelihood that differs over period .In this work, CNN is 
used in the training process for acquiring resultant distrust value of scam. 

Data Interpretation  
Card transaction details are commonly personal information which has several identities denoting the features in 
payments. This work uses a correlation graph which represents the information properly in card transaction facilities 
for regenerating the payment details such as B2C and C2C payments [19].Each feature of a payment ܶ is concerned 
as the person and its identity. Also, every identity has a class for defining whether this payment is scam or regular 
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represented by ଴ܶ	and ଵܶ. Because a person can serve different payments, the co-occurrence correlation is used for 
linking the graphs created via various payments. 
 
Data Augmentation 
To achieve the data augmentation for behavioral modeling, network embedding schemes [20] are employed. It is 
excellent to solve graphical challenges and deep interactions efficiently. After that, until this process is begun, the 
system architecture to be maintained must be established. This process will not explicitly contribute to predict 
patterns for detecting fraud in payments electronically. 
 
Derived Networks 
 During the information gathering, there are B2C and C2C payments. The fraction of scams in C2C payments is not 
limited than the scams in B2C payments [21]. Also, the strategy used for identifying the C2C scam payments is 
significantly varied from that of B2C payments. The certain architecture of derived networks is based on the 
information demands of particular behavioral frameworks. By using the entire graph to the least-connected graph, it 
takes only the pair of nodes related to the account details as edges. The findings are significantly weaker than the 
entire structure of the graph and examine the unique features, such as account details, may not have a definitive role. 
Thus, a full graph structure of random pair of nodes is adopted in the derived network and the correlation of each 
pair of nodes is determined. 
 
Heterogeneous Network Embedding 
The heterogeneous network embedding schemes are used for learning the particular vector spaces related to the 
derived networks [22]. For the behavioral frameworks, the mapping operations of such vector spaces is obtained as 
߶(·). The variable ݉݅ݏ൫ܺ⃗, ሬܻ⃗ ൯where the vectors ܺ⃗, ሬܻ⃗ split from߶(·) is determined in order to deduce further possible 
correlations. 
 
Proposed Classification Framework for Online Payment Fraud Identification 
This proposed framework categorizes customer behavioural frameworks into demographic- and user-level 
frameworks based on the granularity of behavioural agents. Also, these two frameworks are constructed using the 
derived network and serve as the 2 convolution layers of CNN. Every scam payment has several payment attributes. 
The collection of such payment attributes is influencing the offline payment, however various attribute collections 
can comprise a many influence on the framework after processing the convolution. Every payment attribute has the 
likelihood to happen anywhere for guaranteeing that each collection of attributes is acquired, thus the nodes 
between the primary and final input layer are fully connected (Fig.2), however the linking weight modifies in every 
iteration. 
 
Demographic-Level Frameworks 
It detects scams via identifying the demographic-level behavioural misuses. Behavioral data-based classifiers can be 
used as such frameworks. Information debugging for classification algorithms is only appropriate for data 
augmentation by maintaining the co-occurrence level of behavioural features. For that end, construct a network of 
derived transactions where the vertices represent the characteristics of the payment and the edges with the weights 
reflect the level of co-occurrence, without considering the payments tags. In the training process, payment tags also 
come into place. To obtain the mapping correlation ߶ܲ(·) via embedding the class-free network. After the attributes 
are fed to the CNN training according to the߶ܲ(·). 
 
User-Level Frameworks 
 It detects the scam via recognizing the single behavioural misuses. They are viewed as a clear example of how 
forgery is recognized. The sufficiency of behavioural details depends strongly on reliability. The consistency and 
linearity of payment behavioural details should be understood to create standard behavioural frameworks on an 
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individual basis. While creating the derived network, the tag will then be taken into consideration. Here, positive 
and negative correlations created from ଴ܶand ଵܶ, respectively are extracted. The positive correlation is increased with 
the agent involved, when the negative correlation weakens between agents. In this step, the mapping 
relationship߶ܫ(·)is obtained via integrating the network embedding scheme into the label-aware network. In 
addition, the likelihood of user-level framework is obtained as ߶ܫ(·). 
 
Complex Behavioural Frameworks 
Training from different facets of the framework can contribute to improved outcomes. In this case, a unified 
scheme is applied to combine choices from multiple frameworks to improve performance. Using the intersection to 
merge choices at demographic and user levels. On the other hand, crime can only be determined if each framework 
judgments are dishonest. Two categories of frameworks are used in identifying the scam. The succeeding B2C 
payment are being converted into a high-class operation focused on knowledgeable vectors with the utilization of 
complex behavioural frameworks and also projected as either scam or regular. 
 
Proposed CNN Framework 
In this framework, Data attribute vector is considered and a convolution layer is operated with 1D convolution 
kernel attribute vector. The findings are specifically influenced by the single-layer convolution. But, the CNN has 2 
convolutional layers for identifying the card payment scams by learning a huge amount of data. This CNN 
framework is adapted to transform the attributes into the desired format. The card payment attributes are split into 
demographic and user-level frameworks. Every framework consists of various attributes depending on behaviour. 
In this CNN framework, the major layer is a convolutional layer which has the maximum computation cost and 
difficulty. Conversely, every neuron of node in a single layer takes the attributes which are linked to nodes in 
preceding and subsequent layer which considerably decreases the amount of variables for CNN. The convolution of 
attribute maps in preceding layer is determined via the convolution kernel and the resultant attribute map is 
determined using the activation functions. The convolutional layer is defined as: 
௝௟ݔ  = ݂ ቀ∑ ௝௟ିଵݔ ∗ ௝݇

௟ + ௝ܾ
௟

௟∈ெೕ ቁ  (1)  
In Eq. (1), ݔ௝௟is ݆௧௛attribute map in ݈௧௛ convolution layer, *is the convolution process, ܯ௝is the group of each input 
attribute maps, ௝݇

௟is the weight of the convolution kernel ݆ in ݈, ௝ܾ
௟is the bias, ݂(∙)is the activation function. Also, 

pooling layer consists of max-pooling and average-pooling operations to reduce the feature dimensionality. The 
pooling process is given as: 
 
                          ௝ܲ = ଵ

ห௉ோೕ ห
∑ ܽ௜௜∈௉ோೕ                                                      (2) 

 
In Eq. (2), ௝ܲis the pooling range of݆௧௛ pooling area ܲ ௝ܴ, ܽ௜is the range in the pooling area acquired from ݅௧௛activation 
function. For a group of input attributes, the activation function is utilized for representing the resultant neuron and 
enhancing the CNN’s nonlinear functioning capability. Subsequently, the activation function is used for nonlinear 
conversion of the convolutional layer’s outputs as: 
 
  ௜ܻ

(௟) = ܻቀܥ௜
(௟)ቁ                                                               (3) 

 
In Eq. (3), ௜ܻ

(௟) is the activation function’s output and ܥ௜
(௟) denotes the input which it accepts. 

Here, Rectified Linear Units (ReLUs) represented as ௜ܻ
(௟) = maxቀ0, ௜ܻ

(௟)ቁ are employed. It transforms the findings to 0 
when it accepts a negative input whereas it gives similar input when it is positive. The last layer is a classical feed-
forward network with one or more hidden layers. Moreover, the softmax is used in the output layer: 
          

௜ݕ   
(௟) = ݂ ቀݖ௜

(௟)ቁ , ௜ݖ
(௟) = ∑ ௜ݓ

(௟ିଵ)ݕ௜
(௟ିଵ)௠೔

(೗షభ)

௜ୀଵ                                         (4) 
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In Eq. (4), ݓ௜
(௟ିଵ) is the weights which must be adjusted using the fully-connected layer for defining every label 

and ݂ stands for the nonlinear transfer function. Then, the CNN is learning by the stochastic gradient descent 
mechanism [19]. It measures the gradients using the random instance from the training database. As a result, CNN is 
trained. The payment scam identification challenge is defined in user-level behavioural frameworks as: For a 
considered payment, its scam value scored via its respected likelihood in the single-agent behavioural framework 
measures whether the payment is scam or regular. It may consider 2 different cases:  

1. The payment offers entire details;  
2. The payment loss data in few features. 

Earlier, its likelihood in behavioural frameworks is determined. Because each feature is needed for computing the 
scam value of the payment in the behaviour framework, it is complex to analyse the payment with lost data. 
Therefore, the mean likelihood of each payment is determined which corresponds to prior features of the payment 
with identity ݅, the likelihood ݌௚ೠೌ(݅) and the group of such payment identities is denoted as ܫ௜′. After, the behavioural 
framework ݌௚ೠೌrelated to the agent ݌௚ೠೌ(݅) is described and the domain of ݌௚ೠೌis denoted as ࣪௚ೠೌ . For a payment 
identity ݅,a novel distribution ݌′௚ೠೌis obtained via eliminating ܫ௜′from݌௚ೠೌand the domain of ݌′௚ೠೌis represented as࣪′௚ೠೌ. 
Moreover, its score ݁ݎ݋ܿݏ௚ೠೌ(݅)is determined as: 
 

(݅)௚ೠೌ݁ݎ݋ܿݏ  =
௣೒ೠೌ(௜)×ୣ୶୮ቀିு೒ೠೌቁ

ேబା
భ

ฬ࣪′೒ೠ
ೌฬ

×∑ ௣೒ೠೌ൫௜
′൯೔′∈࣪′೒ೠ

ೌ

                                                (5) 

Where ܪ௚ೠೌ = −∑ (݅)௚ೠೌ݌ × logଶ ௚ೠೌ(݅)௜∈௣೒ೠೌ݌
                        (6) 

Here,ห࣪′௚ೠೌหstands for the cardinality of ࣪′௚ೠೌto fine-tune the effect of payments compared to the payment ݐ௜in the 
behavioural framework. The higher ଴ܰreduces the effect of other payments on the score. Consider ଴ܰ = 0, notice that 
there is a strong distinction between scam and regular payment scores. For a feature category ܽ ∈  consider a ,ܣ	
period Ω௔and the decision is obtained by, 

(݅)௔ݎ   = ቊ
1 (݅)௚ೠೌ݁ݎ݋ܿݏ ∈ Ω௔

0 (݅)௚ೠೌ݁ݎ݋ܿݏ ∉ Ω௔                                                  (7) 

In Eq. (7), scam payments are denoted by class 1and regular payments are denoted by class 0. The higher and lower 
bounds of Ω௔are based on the scores distribution of training data. The procedure of online payment scam 
identification is presented in algorithm 1 
Algorithm 1: The procedure of identifying the online payment fraud using BM-CNN 
Input: The group of feature/attribute categories taken as neuronsܣ, The group of 
payment identities ܫ, input convolution layer 
Output: The group of decision R 
Initialize ܴ = ∅; 
For each ݅ ∈  do ܫ	
(݅)ݎ ∶= 	0; 
For each ܽ ∈  do ܣ	
Determine scam score of the payment using Eq.(5) 
Obtain ݎ௔(݅)by Eq. (7); 
(݅)ݎ ∶= (݅)ݎ	 ∨  ;(݅)௔ݎ
End For 
Apply ݎ௔(݅)′ as convolution layer 1 of CNN; 
Apply ݎ௔(݅)′′ as convolution layer 2 of CNN; 
(݅)ݎ ∶= (݅)ݎ	 ∧  ;′(݅)௔ݎ
(݅)ݎ ∶= (݅)ݎ	 ∧  ′′(݅)௔ݎ
Include ݎ(݅)into R; 
 End For 
 Return decision ܴ as regular or scam 
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EXPERIMENTAL RESULTS AND DISCUSSION 
 
To analyze the efficiency of BM-CNN, this model is executed on a real-time online banking payment transaction 
database acquired from the biggest commercial bank in India, the card payments details is issued by the Reserve 
Bank of India on a monthly basis available in https://www.kaggle.com/karvalo/indian-card-payment-data-set. The 
data comprises the payment done in retail and ATM transactions in India from April 2011 to August 2019. It 
establishes payments through debit & credit cards, ATMs, etc. It is utilized for verifying the card payment 
development in India. The data contains monthly statistics of the following information from Apr'2011 to 
Aug'2019.The proposed BM-CNN, Fraud-BNC [11],KNN [17] and Naïve Bayes [17] approaches are implemented in 
MATLAB (Version 2018a) with the provided toolbox and comparison among them is done with the parameters such 
as Precision, Recall, F-measure and Accuracy. 
 
Precision: It represents the fraction of fake payments which were accurately predicted at True Positive (TP) cases 

݊݋݅ݏ݅ܿ݁ݎܲ =
ܶܲ

ܲܨ + ܶܲ 

Recall: It represents the accurately predicted fake payments to the total number of fake payments in database. 

ܴ݈݈݁ܿܽ =
ܶܲ

ܶܲ +  ܰܨ

F-measure: It is the harmonic average of precision and recall.   

ܨ ݁ݎݑݏܽ݁݉− =
2 ∗ (ܴ݈݈݁ܿܽ	 ∗ (݊݋݅ݏ݅ܿ݁ݎܲ	

(ܴ݈݈݁ܿܽ	+ (݊݋݅ݏ݅ܿ݁ݎܲ	  

Accuracy: It is the fraction of accurately predicted fake payments and the overall amount of payments as: 

ݕܿܽݎݑܿܿܣ =
ܶܲ + ܶܰ

ܶܲ + ܶܰ + ܲܨ +  ܰܨ

Precision Rate comparison 
From Fig.3, it indicates that the precision of proposed and existing models for the amount of attributes in given 
databases. While amount of attributes is increasing, the corresponding precision is also maximized. For e.g., the BM-
CNN provides a precision of 94%compared to the Naïve bayes, KNN and Fraud-BNC. This is because the BM-CNN 
needs neither high-dimensional attributes nor derived factors and may discover a comparatively better sorted 
collection of input within a specified amount of interval 
 
Recall Rate comparison                                              
From Fig.4, it indicates the recall of proposed and existing models for the amount of attributes in a given database. 
As increasing the amount of attributes, the recall is also maximized. For e.g., the BM-CNN attains a recall of 
92%compared to the Naïve bayes, KNN and Fraud-BNC. This is because the BM-CNN saves computation time of the 
derived factors which provides the easiest fine-tuning of BM-CNN. 
 
F-Measure Rate Comparison 
From Fig.5, it indicates that the f-measure of proposed and existing models for the amount of attributes in a given 
databases. While maximizing the amount of attributes, the f-measure is also maximized. For e.g., the BM-CNN 
provides an f-measure of 96%compared to the all other models. Since it considers the fine grained co-occurrences of 
transaction details and thus the real-world online payment transactions are achieved. 
 
Accuracy Comparison 
From Fig.6, it gives the accuracy of proposed and existing models for the amount of attributes in a given databases. 
The BM-CNN increases the accuracy while reducing the processing time. The BM-CNN attains the accuracy of 
95.65% compared to all other models since it does not require a huge number of derived factors during pre-
processing. 
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CONCLUSION 
 
In this paper, an effective fraud detection model is proposed for behavioural models in online payment fraud 
detection via modelling co-occurrence correlations of transactional features. The improved CNN algorithm is built 
for enhancing the performance and stability of the model. It requires neither high-dimensional features nor derived 
factors to determine the comparatively better arranged collection of input within a specified amount of interval and 
online transactions need quick reply and precise recognition. The computation time is reduced. With the usage of the 
real-time dataset, this model is implemented and tested against existing models. From the analysis, the BM-CNN can 
achieve a better efficiency compared to the other classification algorithms. The future work will be focused on 
finding the sequence features of transactions. Further, LSTM will consider for handling the storage of trader’s 
behaviour for finding the malicious transactions precisely. 
 
REFERENCES  

1. Cyber Source.: Online fraud report (Latin America edition). Tech. rep., Cyber Source Corporation, a Visa 
Company, 2016 

2. L. Balan and M. Popescu.: Credit card fraud. The USV Annals of Economics and Public Administration, 
11(1):81–85, 2011. 

3. K. Chaudhary, J. Yadav, and B. Mallick.: A review of fraud detection techniques: Credit card. International 
Journal of Computer Applications, 45(1):39–44, 2012. 

4. Y. Kou, C.-T. Lu, S. Sirwongwattana, and Y.-P. Huang.: Survey of fraud detection techniques. In 
Networking, sensing and control, 2004 IEEE international conference on, volume 2, pages 749–754. IEEE, 
2004. 

5. J. T. Quah and M. Sriganesh .: Real-time credit card fraud detection using computational intelligence. Expert 
systems with applications, 35(4):1721–1732, 2008. 

6. B. Cao, M. Mao, S. Viidu, and P. S. Yu, “Hitfraud.: A broad learning approach for collective fraud detection 
in heterogeneous information networks,” in Proc. IEEE ICDM 2017, New Orleans, LA, USA, November 18-
21, 2017, pp. 769–774. 

7. M. A. Ali, B. Arief, M. Emms, and A. P. A. van Moorsel.: Does the online card payment landscape 
unwittingly facilitate fraud?” IEEE Security & Privacy, vol. 15, no. 2, pp. 78–86, 2017. 

8. Khodadadi, S. A. Hosseini, E. Tavakoli, and H. R. Rabiee.: Continuous-time user modeling in presence of 
badges: A probabilistic approach ACM Trans. Knowledge Discovery from Data, vol. 12, no. 3, pp. 37:1–
37:30, 2018. 

9. Q. Cao, X. Yang, J. Yu, and C. Palow.: Uncovering large groups of active malicious accounts in online social 
networks,in Proc. ACM SIGSAC 2014, pp. 477–488, 2014. 

10. Wei, W., Li, J., Cao, L., Ou, Y., & Chen, J.: Effective detection of sophisticated online banking fraud on 
extremely imbalanced data. World Wide Web, 16(4), 449-475, 2013. 

11. deSá, A. G., Pereira, A. C., & Pappa, G. L.: A customized classification algorithm for credit card fraud 
detection. Engineering Applications of Artificial Intelligence, 72, 21-29, 2018. 

12. Rachavelias, M. G.: Online financial crimes and fraud committed with electronic means of payment—a 
general approach and case studies in Greece, In Era Forum, Vol. 19,  3,  339-355, 2020. 

13. Zhou, H., Chai, H. F., &Qiu, M. L.: Fraud detection within bankcard enrollment on mobile device based 
payment using machine learning. Frontiers of Information Technology & Electronic Engineering, 19(12), 1537-
1545, 2018 

14. Garnefeld, I., Eggert, A., Husemann- Kopetzky, M., & Böhm, E.: Exploring the link between payment 
schemes and customer fraud: a mental accounting perspective, Journal of the Academy of Marketing 
Science, 47(4), 595-616,2016. 

Valliammal and Sudhamathy 
 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30447 
 

   
 
 

15. Mishra, S. P., &Kumari, P.: Analysis of Techniques for Credit Card Fraud Detection: A Data Mining 
Perspective. In New Paradigm in Decision Science and Management Springer, Singapore, pp. 89-98,2020 

16. Darwish, S. M.: A bio-inspired credit card fraud detection model based on user behavior analysis suitable 
for business management in electronic banking”. Journal of Ambient Intelligence and Humanized Computing, 1-
15,2020. 

17. Itoo, F., & Singh, S.: Comparison and analysis of logistic regression, Naïve Bayes and KNN machine 
learning algorithms for credit card fraud detection. International Journal of Information Technology, 1-9, 2020. 

18. T. Chen and C. Guestrin. :Xgboost  A scalable tree boosting system, in Proc. ACM SIGKDD 2016, CA, USA, 
August 13-17, pp. 785–794,2016. 

19. Wang, C., & Zhu, H.: Representing Fine-Grained Co-Occurrences for Behavior-Based Fraud Detection in 
Online Payment Services. IEEE Transactions on Dependable and Secure Computing, 2020. 

20. P. Cui, X. Wang, J. Pei, and W. Zhu.: A survey on network embedding IEEE Trans. Knowledge and Data 
Engineering, vol. 31, no. 5, pp. 833–852, 2019. 

21. C. Shi, B. Hu, W. X. Zhao, and P. S. Yu.: Heterogeneous information network embedding for 
recommendation IEEE Trans. Knowledge Data Engineering, vol. 31, no. 2, pp. 357–370, 2019. 

22. Y. LeCun, Y. Bengio, and G. Hinton.: Deep learning Nature, vol. 521, no. 7553, pp. 436–444, 2015. 
23. R. G. J. Wijnhoven and P. H. N. de With.: Fast training of object detection using stochastic gradient descent 

in Proceedings of International Conference on Pattern Recognition (ICPR), pp. 424–427, Tsukuba, Japan, 
2010. 

 
Table 1: The Literature Review 
 
S.  

No 
Author Title Journal & 

Year 
Methods Advantages Limitation 

1 Zhou, H., 
Chai, H. F., 
& Qiu, M. L. 

Fraud detection 
within bankcard 
enrollment on 
mobile device based 
payment using 
machine learning. 

Frontiers of 
Information 
Technology & 
Electronic 
Engineering 
,2018 

Logistic 
Regression, 
Random Forest 
and Gradient 
Boost Decision 
Tree 

ML performs 
better than better 
than expert 
rules,particularly 
in differentiating 
high and low 
risks 

No optimization 
algorithms are 
performed 

2 Itoo, F., & 
Singh, S,  

Comparison and 
analysis of logistic 
regression, Naïve 
Bayes and KNN 
machine learning 
algorithms for credit 
card fraud detection. 

International 
Journal of 
Information 
Technology, 
2020 

Regression 
Model, Naïve 
Bayes and k-
nearest 
neighbour 

Here, the fine-
grained interplay 
of payment 
features is 
derived using a 
knowledge 
diagram 

The challenge 
was typically 
the 
identification of 
specific forms of 
natural or 
deceptive 
structures in 
such classifiers 

3 Darwish, S. 
M 

A bio-inspired credit 
card fraud detection 
model based on user 
behavior analysis 
suitable for business 
management in 
electronic banking. 

Journal of 
Ambient 
Intelligence 
and 
Humanized 
Computing, 
2020 

K-Means and 
Artificial Bee 
Colony 

The 
development 
was made in the 
two-level 
paradigm to 
detect malware. 

Only one 
algorithm is 
implemented. 
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Fig.1. Workflow of BM-CNN based Payment Fraudulent Identification Framework 

 
Fig.2. Structure of proposed CNN model 
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Fig.3. Result of Precision 

  
 
Fig.4. Result of Recall 

 

 
Fig.5. Result of F-measure  

 
Fig.6. Result of Accuracy 
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Nowadays ancient system of medicine is gaining importance due to increasing side effects of modern 
medicines. Medicinal scriptures of Ayurveda are major source of knowledge about the drugs for various 
emerging diseases. Inflammation is a chronic disease condition. Many inflammatory diseases are cured 
by ayurvedic medicines. These medicines must gain acceptance in present world. Vatsanabha is a drug 
which is found in Himalayan region in India. Vatsanabha when subjected to Shodhana process act as a 
potent drug to treat various diseases which is practiced by Ayurvedic physicians since ancient period. 
Shodhana processed Vatsanabha is the chief constituent in formulation swasanantharam tablets which is 
used for respiratory disease like asthma. Ayurvedic literature reveals Vatsanabha as ‘mahavisha’ 
(poisonous drug) which cause toxicity to body when consumed in pure form. The crude drug is 
processed or purified using cow’s urine or cow’s milk. On treatment with cow’s urine or cow’s milk, 
aconitine is converted into aconine which is nontoxic. The drug shows anti-inflammatory activity as well 
as anti-asthmatic activity. It is also known for its antipyretic activity. The present investigation is to 
compare the anti-inflammatory activity of Vatsanabha purified by two different methods such as 
treatment with Cow’s milk and Cow’s urine. The anti-inflammatory studies include Human RBC 
Stabilization method and albumin denaturation method. The absorbance is determined at 560nm and 660 
nm respectively. By using the absorbance value, percentage inhibition values are calculated and 
compared. 
 
Keywords: Vatsanabha, Anti-inflammatory activity, Aconite, Albumin denaturation, Shodhana. 
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INTRODUCTION 
 
Aconitum ferox known as Vatsanabha or Mahavisha, is a species of monk's hood from the family of Ranunculaceae. 
The roots of Vatsanabha are therapeutically potent in Ayurveda and are used extensively in different classical 
formulation. Severe and potentially fatal toxic effect can result by the administration of aconitum plant extract [2]. 
The purification of aconite root reduces the toxic effect of the drug without compromising its pharmacological 
properties. Ingestion of unpurified drug causes burning in entire body, senselessness, inhibition of heart rate and 
finally death [7]. The diterpene alkaloids such as hypoaconitine, aconitine and mesaconitine are the poisonous 
components present in the root tubers, which is converted in to less toxic alkaloids such as aconine, benzoyl aconine 
and pyroaconine by alkaline treatment, heating or through deacylation and oxidation reaction [7,9,18]. Shodhana or 
purification can be defined as the removal of unwanted part of drug and eradication of highly toxic ingredients. In 
addition to detoxification properties, the efficacy and potency of the drug can be increased by sodhana process. 
Cow's urine or cow's milk is used as the classical medium of sodhana [11]. Sodhana by both cow's urine and cow's 
milk reduces cardiac and neuromuscular toxic effects of aconite without affecting activity. Soaking of roots in cow's 
urine and boiling of roots in cow's milk hydrolyzes aconite alkaloids in to less toxic and nontoxic derivatives [7]. The 
tuberous roots are commonly employed for various diseases and used in herbal medicine only after processing. 
Vatsanabha can be used in the treatment of neuromuscular anomalies, digestive impairment, fever cough, 
inflammation, diabetes and various respiratory disorders. It is also used as analgesic, antirheumatic, cardiotonic and 
antidote for poisoning due to rats, rodents and snake bites [4,18]. 
 
MATERIALS AND METHODS 
 
Materials  
Earthen pot, cow’s urine, cow’s milk, glass container, stick, muslin cloth.  
 
Chemicals 
Alsever ( 2% dextrose, 0.8% sodium citrate, 0.5% citric acid and 0.42% NaCl), phosphate buffer, iso saline, hypo 
saline, bovine albumin, Hydrochloric acid, Dragondroff’s reagent, Wagner’s reagent, Molisch’s reagent, sodium 
nitroprusside, pyridine, sodium hydroxide, Bontrager’s reagent, ferric chloride, gelatin, concentrated HCl, 
magnesium turnings, concentrated sulphuric acid, Salkowski’s reagent, acetic anhydride. 
 

METHODOLOGY  
 
Purification Methods  
Two traditional methods for purification of Aconitum ferox are described in Ayurveda [7,11].  
 
Purification of Vatsanabha using cow's urine [1]  
100 g of Vatsanabha tuber was cleaned and dried which was then cut into small pieces and dipped in a stone or 
earthen vessel containing one liter of cow urine for three consecutive days. Each day the cow's urine was replaced 
with the fresh one. On the fourth day, the roots were washed with water; the outer cortical layers were peeled off 
and the product was again washed with warm water and the sundried pieces were pulverized and kept in an air 
tight glass container [12].  
 
Purification of Vatsanabha using cow's milk [1]  
100 g of Vatsanabha was tied in a muslin cloth into a poultice which was suspended in the centre of a pot with the 
help of a stick. Cow's milk was poured in the vessel to completely immerse the bundle. It was then heated on a stove 
for six hrs at 100°C. Then the pieces of Vatsanabha tubers were taken out and washed with water. The outer layers of 

Deepa jose et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30452 
 

   
 
 

the roots were peeled off. After proper drying the Vatsanabha pieces were then made into powder and kept in an air 
tight glass container [12]. (Fig: 1)  
 
Extraction of Purified Vatsanabha  
The Ayurvedic Shodhana treated drug material was treated with petroleum ether and then subjected to Soxhlet 
extraction to complete 20 cycles with alcohol. The alcoholic extract obtained was filtered and concentrated on a water 
bath to obtain a thick paste. [15,21] (Fig: 2)  
 
Invitro Anti-Inflammatory Tests  
Human Red Blood Cell Membrane Stabilization [5,13, 19]  
The Blood was collected from healthy human who has not taken any NSAIDs for 2 weeks before the experiment and 
mixed with equal volume of alsever ( 2% dextrose, 0.8% sodium citrate, 0.5% citric acid and 0.42% Sodium Chloride) 
solution. Blood was centrifuged (3000 rpm) for 10 minutes and the packed cells were washed with iso saline. (Fig: 6)  
To 2ml of extract, 1ml of phosphate buffer adjusted to pH 6.3 using pH meter (Fig: 4), 2ml of hypo saline and 0.5ml 
of HRBC suspension, was added. Instead of extract 2ml of water was used in the control. All the assay mixtures were 
incubated at 37˚C for 30 minutes in BOD incubator (Fig: 5) and centrifuged. Hemoglobin content in the supernatant 
solution is estimated using UV at 560nm [10]. The % hemolysis is calculated by assuming hemolysis produced in 
water as 100%. The % of HRBC membrane stabilization is calculated using the formula. (Fig: 3)  
Percentage protection=100-(Optical Density of sample/ optical Density of control × 100) 
 
Inhibition of Albumin Denaturation [5,13, 19]  
The reaction mixture consists of test extracts and 1% aqueous solution of bovine albumin fraction. The pH of the 
reaction mixture was adjusted using small amount of 1N Hydrochloric acid. The sample extracts were incubated at 
37˚C for 20 min in BOD incubator (Fig: 5) and the heated to 51˚C for 20 min, after cooling the samples, the turbidity 
was measured at 660 nm. The experiment was performed in triplicate. (Fig: 3)  
 
The percentage inhibition of albumin denaturation was calculated as follows:  
Percentage inhibition= (absorbance Control-Absorbance Sample) × 100/Absorbance control 
 
RESULTS  
 
Phytochemical analysis  
Phytochemical analysis showed the presence of alkaloids, carbohydrates, glycosides, tannins, flavonoids and steroids 
[21].  
 
Inhibition of Albumin Denaturation  
The percentage inhibition of albumin denaturation by Vatsanabha purified using milk and urine are shown in the 
Table 2 and Table 3 respectively. The graphical representations of the results are shown in Graph 1 and Graph 2 
respectively. 
 
The result of comparative evaluation of albumin denaturation inhibition by Vatsanabha purified by Milk and Urine 
is represented as a bar chart in graph 4. The result of comparative evaluation of albumin denaturation inhibition by 
Vatsanabha purified by Milk, Urine and the standard drug Aspirin is represented as a bar chart in graph 5. 
 
Human Red Blood Cell Membrane Stabilization  
The result of anti-inflammatory activity assay by human RBC Membrane Stabilization method is tabulated in Table 3 
and 4. The graphical representation of the HRBC Membrane Stabilization by the Vatsanabha treated with Milk and 
Urine are depicted in the graphs 6 and 7 respectively. HRBC Membrane Stabilization by Vatsanabha purified by Milk 
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and Urine was compared and graphical representation is shown in graph 9. HRBC Membrane Stabilization by 
Vatsanabha purified by Milk, Urine and the standard drug Aspirin was compared and graphical representation is 
shown in graph 10. 
 

STATISTICAL ANALYSIS  
 
Two Way Analysis of Variance  
The method used for statistical analysis is 2-way analysis of variance. The anti-inflammatory activity of Vatsanabha 
purified by cow’s urine and cow’s milk were compared using this method. 
 
DISCUSSION  
 
Albumin Denaturation Inhibition Method  
Inflammation is a body response to injury, infection or destruction characterized by heat, redness, pain, swelling and 
disturbed physiological functions. It is triggered by the release of chemical mediators from injured tissue and 
migrating cells [14,5]. Inflammation is a complex process, associated with pain and involves the increase of vascular 
permeability, increase of protein denaturation and membrane alteration. By the application of elevated temperature 
or pH, strong acid or base, organic solvents or other chemical agents, proteins lose their secondary and tertiary 
structure which is known as protein denaturation. Inflammation occurs as a result of denaturation of proteins. [13,17]  
Anti-inflammatory activity of Aconitum ferox was evaluated by albumin denaturation inhibition method. Aconitum 
ferox is purified by Ayurvedic Shodhana using two different media such as cow's urine and cow's milk. A 
comparative evaluation of anti-inflammatory activity was carried out. At the concentration of 200 μg/ml the highest 
anti-inflammatory activity was observed with the ethanolic extract of root purified by cow's urine. At 200 μg/ml 
ethanolic root extract of Aconitum purified by cow’s urine exhibited the albumin denaturation inhibition of 64.28 % 
while for Aspirin it was 85.92 % at 200 μg/ml.  
 
Human Red Blood Cell Membrane Stabilization  
Cellular infiltration is an important aspect of an inflammatory response. During inflammation leukocytes release 
their lysosomal enzymes, including proteases, causing further tissue damage and subsequent inflammation. At the 
time of inflammation leucocytes are found in tissues. The first step of phagocytosis is the chemotactic movement of 
leucocytes towards the foreign body which induces inflammation.[4] Damage to cell membranes will further make 
the cell more susceptible to secondary damage by means of free radical-induced lipid peroxidation. As the red blood 
cell membrane is similar to that of lysosomal membrane, inhibition of red blood cell hemolysis may provide insights 
into the inflammatory process. Stabilization of these cell membranes may retard or inhibit the lysis and subsequent 
release of the cytoplasmic contents which, in turn, minimize the tissue damage and, hence, the inflammatory 
response. Most of the non-steroidal drugs as well as anti-inflammatory drugs act by inhibiting or stabilizing the 
membrane of lysosomal enzyme [16, 20, 12].  
 
Aconitum ferox was subjected to anti-inflammatory studies using Human RBC Stabilization method. After the 
purification process of Aconitum ferox by using cow’s urine and cow’s milk separately, the percentage protection was 
calculated from the absorbance values obtained at 560 nm [10]. . The percentage protection obtained for drug 
purified by cow’s urine and cow’s milk were compared. At concentration 200 μg/ml, the root extract of drug purified 
by urine was found to show maximum percentage protection of 65.55%. The percentage stabilization for ethanolic 
root extract of Aconitum purified by cow’s milk was found to be 57.15% at a concentration of 200 μg/ml. The 
percentage protection of HRBC Membrane was found to be higher for urine treated Aconitum when compared to 
that of milk treated Aconitum at same concentration. Vatsanabha purified by urine treatment, exhibited highest 
stabilization of HRBC Membrane, revealing the anti-inflammatory activity of Aconitum ferox. 
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CONCLUSION  
 
Aconitum ferox, belonging to the family Ranunculaceae was selected for the study; which is a therapeutically potent 
plant in Ayurveda. The unpurified Aconitum ferox is toxic. The aim of the study was to purify the Aconitum by two 
different detoxification methods using cow’s milk and cow’s urine and to compare the anti-inflammatory activity. 
The root of Aconitum ferox was by purified by treatment with cow’s milk and cow’s urine. The purified Aconitum ferox 
was extracted with ethanol and was subjected to preliminary phytochemical screening. The extract showed the 
presence of alkaloids, steroids, carbohydrates, glycosides, tannins and flavonoids. The total ethanolic extracts of 
purified Aconitum ferox were evaluated for in vitro antiinflammatory using albumin denaturation inhibition method 
of Human red blood cell stabilization method. Aspirin was used as the standard drug. The results were compared 
between each other and with the anti-inflammatory activity exhibited by the standard drug aspirin; by the above two 
methods in three different concentrations. Ethanolic root extract of Aconitum ferox purified by cow’s urine exhibited 
higher inhibition of albumin denaturation compared to ethanolic root extract of Aconitum ferox purified by cow’s 
milk. In Human Red Blood Cell Membrane Stabilization method, the percentage protection was found to be higher 
for urine treated drug when compared to that of milk treated drug in all concentrations tested. The study concluded 
that the Aconitum ferox purified with both cow’s urine and cow’s milk possessed anti-inflammatory activity. But the 
Aconitum ferox purified with cow’s urine showed higher anti-inflammatory activity than the Aconitum ferox purified 
with cow’s milk. However further studies are recommended to ensure that treatment with cow’s urine and cow’s 
milk removed all toxic compounds from Aconitum ferox.   
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Table 1: Percentage Inhibition of Albumin Denaturation of Vatsanabha purified by Milk 

CONCENTRATION ABSORBANCE PERCENTAGE INHIBITION 
100 μg/ml 0.142 44.89 % 
150 μg/ml 0.148 51.02 % 
200 μg/ml 0.153 56.12 % 

 
Table 2: Percentage Inhibition of Albumin Denaturation of Vatsanabha purified by Urine. 

CONCENTRATION ABSORBANCE PERCENTAGE INHIBITION 

100 μg/ml 0.152 55.10% 
150 μg/ml 0.157 60.20% 
200 μg/ml 0.161 64.28% 

 
Table 3: Human Red Blood Cell Membrane Stabilization by Milk Treated Vatsanabha 

CONCENTRATION ABSORBANCE
(560nm) 

PERCENTAGE 
HAEMOLYSIS 

PERCENTAGE 
PROTECTION 

100 μg/ml 0.068 57.14% 42.86% 
150 μg/ml 0.059 49.57% 50.43% 
200 μg/ml 0.051 42.85% 57.15% 

 
Table 4: Human Red Blood Cell Membrane Stabilization by Urine Treated Vatsanabha 

CONCENTRATION  ABSORBANCE 
(560nm)  

PERCENTAGE  
HAEMOLYSIS  

PERCENTAGE  
PROTECTION  

100 μg/ml  0.052  48.69%  56.31%  
150 μg/ml  0.048  40.33%  59.67%  
200 μg/ml  0.041  34.45%  65.55%  

 
 
 

Deepa jose et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30456 
 

   
 
 

 
 

Graph 1:Albumin Denaturation inhibition by Milk 
Treated Vatsanabha 

Graph 2: Albumin Denaturation inhibition by 
Urine Treated Vatsanabha  

 

 

 
Graph 3: Albumin Denaturation inhibition by 
Standard Aspirin. 

Graph 4: Comparison of Albumin Denaturation 
inhibition by Vatsanabha purified using Milk 
and Urine. 

  

Graph 5: Comparison of Albumin Denaturation 
inhibition by Milk, Urine treated Vatsanabha and 
Aspirin 

Graph 6: Human Red Blood Cell Membrane 
Stabilization by Milk Treated Vatsanabha 
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Graph 7: Human Red Blood Cell Membrane 
Stabilization by Urine Treated Vatsanabha 

Graph 8: HRBC Membrane Stabilization by 
Standard Aspirin. 

 

 

Graph 9: Comparison of Human Red Blood Cell 
Membrane Stabilization by Vatsanabha purified 
by Milk and Urine. 

Graph 10: Comparison of Human Red Blood 
Cell Membrane Stabilization by Vatsanabha 
purified by Milk, Urine and standard drug 
Aspirin. 
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In this article we discuss about the set coloring number of star graph and it is seen that it is strongly and 
properly set colorable. Also, its splitting and line graphs are not found to be strongly and properly set 
colorable. In addition to these, we have proved that fan and wheel graphs are not strongly (properly) set 
colorable. 
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INTRODUCTION 
 
In certain mathematical fields that use graph theory, it has been found that allotting colors to the vertices and to the 
edges of a graph is very effective. For all the notations and terminology we follow Harary [2] and West [4] and all 
graphs considered in our study are simple. In the year 2009, Hegde [3] introduced set coloring of a graph, motivated 
by the work of Acharya [1] on labelling the vertices and edges of a graph. 
 
Definition 1.1. [3] A graph G is set colorable if the process of assigning colors to the vertices by the elements of the 
power set of a non empty set X subject to the condition that colors on vertices and edges are distinct. A graph G is 

strongly set colorable if the sets on the edges and vertices of that graph G collectively form }{2 X subsets of X. 

Also, the graph is properly set colorable if }{2 X subsets of X are received on edges. In [3], he has also given a 
prerequisite, for any graph G to be a strongly set colourable is n + m + 1 = 2k, where n = |V|, m = |E| and k = |X|. 
Similarly, to be properly set colorable, m + 1 = 2k is a required prerequisite for any graph G. 

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:nisha.maths@sode-edu.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30459 
 

   
 
 

Set Coloring Number 
Set coloring number of a graph G is symbolized by )(G , which is the minimum cardinality of a set X such that G 
has a set coloring. 
 
Theorem 2.1.Every imaginable graph G can be set colourable. 
Proof. Proof of this theorem follows from definition of set coloring in [3]. 
From the above theorem it is clear that any given graph G we can find a set coloring number )(G . In [3], Hegde 

has given the bound   1)()1(log2  nGm   using this we have obtained the theorem as follows. 

 
Theorem 2.2.For any .)(,1

2
aSa a    . 

Proof. Consider a star graph aS
2

 with 2a vertices and 2a - 1 edges. We clearly know that aS a )(
2

 . 

On the assumption that the existence of a set coloring ( f, f’)of aS
2

with regards to a set X with a colors, both f and f’ 

are one-one and the colors on the edges are dissimilar. 
Then we have  = )v(v,f' ) v(v,f'  ) v(v,f' ) v(v,f' a2321    

Consider the vertex at the center of aS
2

 as v1 and v2, v3, v4,…, v2aare the vertices adjacent to v1. Assign full set to v1 

and remaining sets to v2, v3, v4,…, v2a. Let X1, X2, X3,..., X2a be the subsets of X . Assign v1 with the set X1 = X and the 
vertices v2, v3, v4,…, v2aare assigned by X1, X2, X3,..., X2a such that sets on edges are non empty subsets of X . 
 
Properly and Strongly Set Colorable Graphs 
Theorem 3.1.A star graph Sn is strongly set colored if and only if 1,2 1   kn k . 
Proof. Consider a star Sn having n number of vertices and n -1 number of edges. Let us assume that Sn is strongly set 
colorable with regards to a set X with |X|= k, where 0k . 
Then we have p + q + 1 = 2k  n = 2k-1. Conversely, assume that n = 2k-1, 0k  . 
Consider the vertex at the center of Sn as v1 and v2, v3, v4,…, vn are the vertices adjacent to v1 . Assign full set to v1 and 

remaining sets to v2, v3, v4,…, vn. Applying symmetric difference to the adjacent vertices, we obtain }{2 X

distinct subsets of X, which proves the theorem. 
 
Theorem 3.2.A star graph Sn is properly set colorable definitely and only if n = 2k, 0k . 
Proof. Let Sn be a star graph with n number of vertices and n -1 number of edges. 
Assume that Sn is properly set colorable with regards to a set X with |X|= k, where 0k .  
Then we have q + 1 = 2k (n - 1) + 1 = 2k  n = 2k. Conversely, assume that n = 2k, 0k . 
Consider the vertex at the center of Sn as v1 and v2, v3, v4,…, vn are the vertices adjacent to v1. Assign full set to v1 and 

remaining sets to v2, v3, v4,…, vn. Applying symmetric difference to the adjacent vertices, we obtain }{2 X

distinct subsets of X. 
Thus, Sn is properly set colorable. 
 
Theorem 3.3.The splitting graph S’(S2a) of a properly and strongly set colorable graph S2a is not properly and 
strongly set colorable. 
Proof. Consider a star S2a with 2a vertices and 2a-1edges for some a = 1,2, 3,.... Its splitting graph is denoted by S’(S2a) 
has 2a+1 vertices and 3(2a- 1) edges. 
Case(i): Let S’(S2a) is properly set colorable. Then there exists, k = 1,2, 3,...such that q + 1 = 2k . That is, 3(2a- 1) + 1 = 3(2a) 
- 2 = 2(3(2a-1) - 1)    2k, which is an inconsistency. Hence, S’(S2a) is not properly set colorable.  
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Case(ii): Let S’(S2a) is strongly set colorable. Then there exists, k = 1,2, 3,...such that p+q + 1 = 2k. That is, 2a+1 + 3(2a- 1) + 1 
= 2a+1 + 3(2a) - 2 = 2(2a + 3(2a-1) - 1)  2k, which is an inconsistency. Hence, S’(S2a) cannot be strongly set colorable. In 
addition to the Theorem 11 of Hegde [3], we have found that, the complete bipartite graph Kr,s is strongly set 
colorable if r = s = 2n- 1. 
 
Theorem 3.4.The splitting graph S’(Kr,s) of a strongly set colorable complete bipartite graph Kr,s is not strongly set 
colorable. 
Proof. Let Kr,s be any complete bipartite graph with rs vertices and (r2s+rs2-2rs)/2 edges. Assume that Kr,s is strongly 
set colorable. 
Then there exists, k = 1, 2, 3,... such that |V (Kr,s)|+ |E(Kr,s)| + 1 = 2k. That is, rs +[(r2s+rs2-2rs)/2] + 1  2k, which is an 
inconsistency. Hence, Kr,s is not strongly set colorable. 
 
Theorem 3.5.Let S2a is a strongly and properly set colorable graph. Then the line graph L(S2a) is not strongly and 
properly set colorable. 
Proof. Consider a star S2a having 2a vertices and 2a-1 edges for some a = 1, 2, 3,... . 
Its line graph is denoted by L(S2a) has 2a- 1 vertices and (2a- 1)(2a- 2)/2 edges. 
Case(i): Let L(S2a)is strongly set colorable. Then there exists, k = 1, 2, 3,... such that |V (S2a)| + |E(S2a)| + 1 = 2k . That is, 
2a-1+[(2a-1)(2a-2)/2]+1 = (2a-1)2a-1+1  2k , which is an inconsistency. Hence, L(S2a)is not strongly set colorable. 
Case(ii): Let L(S2a)is properly set colorable. 
Then there exists, k = 1, 2, 3,... such that |E( S2a)|+ 1 = 2k .That is, (2a-1)(2a-2)/2+1 = (2a-1)(2a-1 -1)+1   2k , which is an 
inconsistency. Hence, L(S2a)is not properly set colorable. 
 
Theorem 3.6.An uniform binary tree Tl having one edge with degree one added to the root vertex having 2l vertices 
and 2l- 1 edges, for 2l  is strongly set colorable if 

1 kl  . 
Proof. Let Tl be an uniform binary tree having one edge with degree one added to the root vertex having 2l vertices 
and 2l- 1 edges. Let us assume that Tl is a graph that is strongly set colorable. 
Then |V (Tl)|+ |E(Tl)| + 1 = 2k 
2l + 2l- 1 + 1 = 2k 
2l+1 = 2k 
l = k - 1 for 2l . 
 
Theorem 3.7.A fan graph F(1, n) is acquired by joining each vertex of Pn with K1 is not strongly and properly set 
colorable. 
Proof. Consider a fan graph F(1, n) having n + 1 vertices and 2n - 1 edges. 
Let us assume that F(1, n) is strongly set colorable. Then there exists, k = 1, 2, 3,... such that |V (F(1, n))| + |E(F(1, n))| 
+ 1 = 2k. That is, n + 1 + 2n - 1 + 1 = 3n + 1  2k, which is an inconsistency. Hence, F(1, n) is not strongly set colorable. 
 
Theorem 3.8.A wheel graph Wn is acquired by joining each vertex of Cn with K1 is not strongly and properly set 
colorable. 
Proof. Consider a wheel graph Wn having n number of vertices and 2(n-1) number of edges. 
Case(i): Let Wn is a strongly set colorable graph. 
Then there exists, k = 1, 2, 3,... such that|V (Wn)|+ |E(Wn)| + 1 = 2k. That is, n + 2(n -1) + 1 = 3n - 1  2k, which is an 
inconsistency. Hence, Wn is not strongly set colorable. 
Case(ii): Let Wn is properly set colorable. Then there exists, k = 1, 2, 3,... such that q + 1 = 2k. That is, 2(n - 1) + 1 = 2n - 1 
 2k, which is an inconsistency. Hence, Wn is not properly set colorable. 
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Figure 1: Splitting graph of S8 Figure 2: Line graph of S8 
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The notion of J-continuous functions is initiated here. Dependence and independence of J-continuous 
functions with many existing continuous functions are analysed. Moreover using some separation 
axioms, it is proved that composition of J-continuous functions is preserved and properties of J-
continuous functions are obtained in this article.  
 
Keywords: J-closed, J-continuous, JTC-space, continuous, g-continuous. 
 
INTRODUCTION 
The intention of regular open sets were introduced by Stone [32] and using the hypothesis semi-regularization of a 
topological space is formulated. In 1968, Velicko [35] propounded an idea in particular -open sets stronger than 
openness. Levine [15] has generated generalized closed sets in 1970. Dunham [8] has established Cl* utilizing the 
view of g-closed sets. Regular*-openness using Cl* has introduced by Pious Missier [29] in 2016.In 2019,the authors 
have introduced η*-open sets [17] which lies between  δ-Open sets and open sets. Its fundamental properties are 
studied and the persuasions of η*-cluster points, η*-adherent points and η*-derived sets are initiated and studied in 
the same article. Moreover, the authors have instituted J-closed sets with the help of η*-open sets [18] and observed 
their features. Functions are important tool for studying properties of spaces and for constructing new spaces from 
the existing spaces. An important theme in general topology concerns the differently altered types of continuity by 
using generalized closed sets. In 1970, Norman Levine [15] instituted the concept of continuous functions. δ-
continuity initiated by Noiri [25]. Munshi [22] defined super continuous functions. Further numerous authors have 
devoted their research towards continuity. The concept of J-continuous functions is initiated here. Dependence and 
independence of     J-continuous functions with many existing continuous functions are analysed. Moreover using 
some separation axioms, it is proved that composition of J-continuous functions is preserved and properties of J-
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continuous functions are obtained in this article. For this article some essential definitions and results in topological 
spaces are required which are given in section 2.Throughout this article, a topological space is denoted by (Y, ). 
 
Preliminaries 
Definition 2.1. Let (Y, ) be a topological space. If D is a non-empty subset of (Y, ) then the intersection of all closed 
sets having D is called closure of D and is denoted by Cl (D).  The union of all open sets contained in D is called 
interior of D and is denoted by int (D). 
 
Definition 2.2. A subset A of a topological space (Y, ) is called generalized closed (briefly g-closed) [15] if  Cl(D)  M 
whenever D  M and M is open in (Y, ). 
Definition 2.3. [8]If D  Y, then 
(i) Cl*(D) is the intersection of all generalized closed sets in Y having D which is said to be generalized closure of  D.  
(ii) int*(D) is the unification of all generalized open sets in Y contained in D which is said to be generalized interior of 
D . 
 
Definition 2.4.  A subset D of (Y, ) is called a 
1) regular closed set [32] if D = Cl(int(D)) 
2) semi-closed set [14] if int(Cl(D))  D 
3) -closed set [26] if Cl(int(Cl(D))  D 
4) pre-closed set [16] if Cl(int(D))  D 
5) semi pre-closed set [1] if int(Cl(int(D)))  D 
6) -closed set [36] if it is the finite intersection of regular closed sets. 
The corresponding complements are their corresponding open sets. The corresponding closures are defined as the 
intersection of corresponding sets having D. A subset D of (Y, ) is called clopen if it is both open and closed in (Y, ). 
 
Definition 2.5.[35] A set D is called -open when D can be represented as the union of regular open sets. The -
closure and -interior are defined as usual using -closedness and -openness.    
 
Definition 2.6.  A set D is called regular*-open (or r*-open)[29] if D = int(Cl*(D)).The corresponding complement, 
closure, interior are defined in the usual manner. 
 
 Definition 2.7. [17] A subset D is known as  η*-open [17] if it is a union of regular*-open sets (r*-opensets).The 
corresponding complement of a η*-open set is called a η*-closed set. (i) η*-Cl*(D) is the intersection of all η*-closed 
sets in Y having D which is said to be η*-closure of   D.(ii) η*-int*(D) is the unification of all η*-open sets in Y 
contained in D which is said to be η*- interior of D.  
 
Definition 2.8.  Let D Y. A subset D in Y is known as J-closed set [18] if Cl(D)M whenever DM, M is η*-open 
in Y. We represent the collection of all J-closed sets of (Y, ) by  JC(Y, ).The complement of J-closed is said to be J-
open in (Y, ). 
 
Definition 2.9. [19] The J-closure of D (briefly JCl(D)) of a topological space (Y, ) is defined as follows. JCl(D) =∩{F⊆ 
Y:D⊆F and  F∈JC(Y, )}. 
 
 Definition 2.10. Let D Y. A subset D in Y is known as  
1) gs-closed [2] if sCl(D) M whenever D  M and M is open in(Y ). 
2) gpr-closed [10] if pCl(D)  M whenever D  M and M is regular open in (Y ). 
3) πg-closed [9] if Cl(D)  M whenever D  M and M is  π-open in (Y ). 
4) g-closed [6] if Cl(D) M  whenever  D  M and M is  -open in (Y ). 
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5) πgs-closed [3] if sCl(D)  M whenever  D M and M is π-open in (Y ). 
6) πgp-closed[28] if pCl(D)  M whenever D  M and M is π-open in (Y ). 
7) rwg-closed [23] if Cl(int(D))  M whenever D  M and M is regular open in (Y ). 
8) πgα-closed [12] if αCl(D)  M whenever D  M and M is π-open in (Y ). 
9) πgsp-closed [31] if spCl(D)  M whenever D  M and M is π-open in (Y ). 
10) gspr-closed [24] if spCl(D)  M whenever D  M and M is regular open in (Y ). 
11) -closed [30] if sCl(D)  M whenever D  M and M is  gs-open in (Y ). 
12) g*-closed  [33] if Cl(D)  M whenever D  M and M is g-open in (Y ). 
13) g-closed [7] if Cl(D) M  whenever  D  M and M is open in (Y ). 
14) regular generalized closed (briefly  rg-closed) [27]  if Cl(D)  M  whenever D  M and M is  regular open in (Y

)  
The  corresponding complements are their corresponding open sets.  
 
Definition 2.11. A function f : (Y,  → (Z, σ)  is said to be 
1. continuous [15] if f-1(U) is a closed set in (Y, ) for every closed set U in   (Z, σ) . 
2. Super continuous [22] if f-1(U) is a δ-closed set of (Y, ) for every closed set U of (Z, σ) . 
3. g-continuous [4] if f-1(U)  is a g-closed set in (Y, ) for every closed set U in (Z, σ) . 
4. gs-continuous [5] if f-1(U)  is a gs-closed set in (Y, )for every closed set U in (Z, σ) . 
5. gs-continuous [3] if f-1(U)  is a gs-closed set in (Y, ) for every closed set U in (Z, σ) . 
6. gsp-continuous [31] if f-1(U)  is a gsp-closed set in (Y, ) for every closed set U in (Z, σ) . 
7. gspr-continuous [24] if f-1(U)  is a gspr-closed set in (Y, ) for every closed set U in (Z, σ) . 
8. g*s-continuous [30] if   f-1(U)  is a g*s-closed set in (Y, ) for every closed set U in (Z, σ) . 
9. g*-continuous [34] if f-1(U)  is a g*-closed set in (Y,  for every closed set U in (Z, σ) . 
10. Strongly continuous [13] if the inverse image of every subset of (Z,σ)  is clopen in (Y, ). 
11. Totally continuous [11] if the inverse image of every open set of (Z, σ)  is clopen in. (Y, ) 
12. -continuous [25] if f-1(U)  is a  -closed set of (Y, ) for every -closed set U of (Y,). 
13. -continuous [7] if f-1(U)  is a -closed set in (Y, )for every closed set U in (Y,). 

14. -continuous [6] if f-1(U)  is a -closed set in (Y, )for every closed set U in (Y,). 
15. gpr-continuous [10] if f-1(U)  is a gpr-closed set in (Y, ) for every closed set V in (Z, σ) . 
16. πgp-continuous [28] if f-1(U)  is a   πgp-closed set in (Y, ) for every closed set U in (Z, σ) . 
17. πgα-continuous [9] if f-1(U) is a πgα-closed set in (Y, ) for every closed set U in (Z, σ) . 
18. πg-continuous [9] if f-1(U)   is a πg-closed set in (Y, ) for every closed set U in (Z, σ) . 
 
Definition 2.12. [21]Let D  Y. A subset D of (Y, ) is known as  
1. JTδ-space when each J-closed subset D is δ-closed. 
2. JTC-space when each J-closed subset D is closed. 
3. JTδg*-space when each J-closed subset D is  δg*-closed.  
4. JTδg-space when each J-closed subset D is δg-closed. 
5. JTg-space when each J-closed subset D is g-closed. 
6. gδTJ-space when each gδ-closed subset D is J-closed. 
 
Definition 2.13. (i) Let D  Y. A subset D of (Y, ) is known as (i) Tδ –space [6]if every gδ-closed subset of (Y )  is δ-
closed in (Y ).(ii) Semi-regular space [7] if every closed subset of (Y, ) is δ-closed in (Y, ). 
 
Remark 2.14.[19]  For each yY, y JCl(D) if and only if U  D  for every  J -open set U in (Y, ) containing y. 
Note 2.15. In diagrams, X → Z represents X implies Z not satisfying the condition for reversible. X  Z represents X 
and Z are not equivalent. 


g g
g g
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Remark 2.16.[18]  A (i) δ-closed set; (ii) δg*-closed set;  (iii) δg-closed set; (iv) g-closed set; (v) closed set ; is a J-closed 
set but not conversely. 
 
Remark 2.17.[18]  A J-closed is   (i) gδ-closed; (ii) rg-closed;(iii)gpr-closed; (iv) rwg-closed; (v) gspr-closed; (vi) πg-
closed; (vii) πgp-closed;  (viii) πgsp-closed;(ix) πgs-closed; (x) πgα-closed; but not conversely. 
Remark 2.18.[20] Every clopen is J-open. 
 
J-Continuous Functions 
This section contains perception of J-continuous functions along with the analysis of this new concept with existing 
other g-continuous functions and their related features. 

Definition 3.1. A function v: (Y,ߞ)→ (Z,ߪ) is known as J-continuous if for every closed set E in (Z,), v-1(E) is a J-
closed set in (Y,ߞ). 

Example 3.2. Consider v : (Y,ߞ)→ (Z,ߪ) is many-one into function defined by v(p) = s, v(t) = t, v(s) = s. Consider Y = Z 
= {z,t,s} with ߞ = {Y, ϕ, {z}} and ߪ = {Z, ϕ, {z}, {t}, {z,t}}, ߪ௖= {Z, ϕ, {s}, {t,s}, {z,s}}.Then v is J-continuous as JC(Y,ߞ)= P(Y) 
– {z}. 

Proposition 3.3. A continuous function v :(Y,ࣀ) →(Z,࣌) becomes a J-continuous function but the converse part  is 
not true. 

Proof   Assume U is any closed set in (Z,ߪ). By the hypothesis, v is continuous. Therefore v-1(U) is a closed set in 
(Y,ߞ)ByRemark 2.16.(v)., v-1(U) is  a J-closed set in (Y,ߞ).Hence v is a J-continuous function. 

Counter Example 3.4. Consider v : (Y,ߞ)→ (Z,ߪ) isan identity function. Take Y = Z = {z,t,s} with ߞ = {Y, ϕ, {z,t}} and ߪ = 
{Z, ϕ, {z}, {t}, {z,t}}.Here ߪ௖ = {Z, ϕ, {s}, {t,s}, {z,s}} and ߞ௖= {Y, ϕ, {s}}.Then v isJ-continuous as JC(Y,ߞ)= P(Y) but not 
continuous. Because for the closed sets {t,s} and{z,s} in (Z,ߪ),the inverse images are not closed in (Y,ߞ). 

Proposition  3.5. A ઼g*-continuous function v :(Y,ࣀ) →(Z,࣌) becomes a J-continuous function but the converse part 
is not true. 

Proof   Assume U is any closed set in (Z,ߪ). By the given condition that v is δg*-continuous, v-1(U) isδg*-closed in 
(Y,ߞ).ByRemark 2.16.(ii).,v-1(U) represents J-closed in (Y,ߞ).Hence v is J-continuous. 

Counter Example 3.6.    Let v : (Y,ߞ)→ (Z,ߪ) be  the many-one into function defined by v(z) = t, v(t) = t, v(s) = s. 
Consider Y = Z = {z,t,s} with ߞ = {Y, ϕ, {z}} and ߪ =  {Z, ϕ,{z,t}}.Here ߪ௖={Z,ϕ,{s}} and δg*C(Y,ߞ)={Y,ϕ,{t,s}}.Then v is J-
continuous as JC(Y,ߞ)= P(Y)−{z}but not a δg*-continuous function. Because for the closed set {s} in (Z,ߪ), v-1({s}) = {s} 
represents not aδg*-closed set in (Y,ߞ). 

Proposition  3.7. A	઼g-continuous function v :(Y,ࣀ) →(Z,࣌) becomes a  J-continuous  function but the converse part  
is not true. 

Proof   Consider U is any closed set in (Z,ߪ).By the hypothesis,v is δg-continuous. This gives that v-1(U) is δg-closed 
in (Y,ߞ).By Remark 2.16.(iii).,v-1(U) represents  J-closed in (Y,ߞ).Hence v is J-continuous. 

Counter Example3.8.   Let v : (Y,ߞ)→ (Z,ߪ) be  the bijective function defined by v(z) = z, v(t) = s, v(s) = t. Consider Y = 
Z = {z,t,s} with ߞ = {Y, ϕ, {z},{z,t}} and ߪ = {Z, ϕ,{z,t}}.Here ߪ௖={Z,ϕ,{s}} and δgC(Y,ߞ)={Y,ϕ,{s},{z,s},{t,s}}.Then v is J-
continuous as JC(Y,ߞ)= P(Y)		−{z}but v isn’tδg-continuous. Because for {s} in (Z,ߪ), v-1({s}) = {t} is not a δg-closed in 
(Y,ߞ). 

Proposition  3.9. A g-continuous function v :(Y,ࣀ) →(Z,࣌)becomes  a J-continuous  function but the converse  is not 
true. 
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Proof   Assume U is any closed set in (Z,ߪ).By the given condition, v is g-continuous, v-1(U) is g-closed in (Y,ߞ).By 
Remark 2.16.(iv)., v-1(U) represents J-closed in (Y,ߞ).Hence v isJ-continuous. 
 
Counter Example 3.10.  Let v : (Y,ߞ)→ (Z,ߪ) be  the many-one into function defined by v(z) = t, v(t) = s, v(s) = 
t.Consider Y = Z = {z,t,s} with ߞ = {Y, ϕ, {z},{z,t}} and ߪ = {Z, ϕ,{z,t}}.Here ߪ௖={Z,ϕ,{s}} and 
gC(Y,ߞ)={Y,ϕ,{s},{z,s},{t,s}}.Then v is J-continuous as  JC(Y,ߞ)= P(Y)	−{z}but v isn’t g-continuous. Because for the 
closed set {s} in (Z,ߪ), v-1({s}) = {t} is not g-closed in (Y,ߞ). 
 
Proposition 3.11. A ĝ-continuous function v : (Y,ࣀ) →(Z,࣌) becomes  a J-continuous  function but the converse  is 
not true. 
Proof   Given   v: (Y,ߞ) →(Z,ߪ) is a ĝ-continuous function. Consider U is any closed set in (Z,ߪ).Sincev is ĝ-
continuous, v-1(U) is ĝ-closed in (Y,ߞ).By Remark 2.16.(vi), v-1(U) is J-closed in (Y,ߞ).Hence v is J-continuous. 

Counter Example3.12.  Let v : (Y,ߞ)→ (Z,ߪ) be  the many-one into function defined by v(z) = t, v(t) = s, v(s) = t. 
Consider Y = Z = {z,t,s} with ߞ = {Y, ϕ, {z},{z,t}} and ߪ = {Z, ϕ,{z,t}}.Here ߪ௖={Z,ϕ,{s}} and ĝC(Y,ߞ)={Y,ϕ,{s},{t,s}}.Then v 
is J-continuous as  JC(Y,ߞ)= P(Y)	−{z}but v is not ĝ-continuous. Because for the closed set {s} in (Z,ߪ), v-1({s}) = {t} is 
nota ĝ-closed set in (Y,ߞ). 

Proposition  3.13. A J-continuous function v :(Y,ࣀ) →(Z,࣌) becomes a g઼-continuous function but the converse part 
is not true. 

Proof   Assume U represents any closed set in (Z,ߪ).Since v is J-continuous, v-1(U) is J-closed in (Y,ߞ).By Remark 
2.17.(i), v-1(U) is gδ-closed in (Y,ߞ).Hence v is gδ-continuous. 

Counter Example 3.14.  Let v : (Y,ߞ)→ (Z,ߪ) be  the bijective function defined by v(z) = s, v(t) = t, v(s) = z. Consider Y 
= Z = {z,t,s} with ߞ = {Y, ϕ, {z},{z,t}} and ߪ = {Z, ϕ,{z,t}}.Here JC(Y,ߞ)= P(Y)	−{z},ߪ௖={Z,ϕ,{s}}.Then v is gδ-continuous as 
gδC(Y,ߞ)=P(Y) but not J-continuous. Because for the closed set {s} in (Z,ߪ),  v-1({s}) = {z} isn’t J-closed in (Y,ߞ). 

Theorem  3.15.A J-continuous function v :(Y,ߞ) →(Z,ߪ) is  a(i) rg-continuous  function(ii) gpr-continuous  function(iii) 
rwg-continuous  function(iv)gspr-continuous  function(v) πg-continuous  function(vi)πgp-continuous  function(vii)  
πgs-continuous  function(viii) πgsp-continuous  function(ix)  πgα-continuous  function. 

Proof  Clear. 

Remark  3.16. The other part of  Theorem3.15. is not true. This can be seen from the upcoming Counter Examples. 

Counter Example  3.17.In the above Counter Example 3.14.rgC(Y,ߞ)=gprC(Y,ߞ)=rwgC(Y,ߞ)= 
gsprC(Y,ߞ)=πgC(Y,ߞ)=πgp C(Y,ߞ)=πgsC(Y,ߞ)=πgspC(Y,ߞ)=πgαC(Y,ߞ)=P(Y).Thenv is rg-continuous, gpr-continuous, 
rwg-continuous, gspr-continuous, πg-continuous and πgp-continuous, πgs-continuous, πgsp- continuous, πgα-
continuous respectively but not J-continuous. Because for the closed set {s} in (Z,ߪ), v-1({s}) = {z} is not J-closed in 
(Y,ߞ). 

Theorem  3.18. A function v : (Y,ࣀ)→ (Z,࣌) is J-continuous ⇔if for every open set E in (Z,), v -1(E) is a J-open set in 
(Y,ࣀ). 

Proof  Necessity Let v : (Y,ߞ)→ (Z,ߪ) be J-continuous and E be an open set in (Z,ߪ). Then Z – E is closed in (Z,ߪ). 
Since v is J-continuous, v-1(Z – E) = Z−v-1(E) is J-closed in (Y,ߞ) and hence v-1(E) is J-open in (Y,ߞ).  

Sufficiency Assume that v-1(F) is J-open in (Y,ߞ) for each open set F in (Z,ߪ). Let F be a closed set in (Z,ߪ). Then Z−F 
is open in (Z,ߪ).By assumption, v-1(Z−F) = Z−v-1(F) is J-open in (Y,ߞ)which implies that  v-1(F) is J-closed in (Y,ߞ). 
Hence v is J-continuous. 
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Remark  3.19. The  upcoming Counter Examples explain that J-continuous function is not equivalent of gs-
continuous ,g*s-continuous and δ-continuous. 

Counter Example  3.20.Let v : (Y,ߞ)→ (Z,ߪ) be  the bijective function defined by v(z) = s, v(t) = t, v(s) = z.Consider Y = 
Z = {z,t,s} with ߞ = {Y, ϕ,{z,t}} and ߪ = {Z, ϕ,{z}}.Here gsO(Y,ߞ)=g*sO(Y,ߞ)={Y, ϕ,{z},{t},{z,t}}.Then v is J-continuous as 
JO(Y,ߞ)= P(Y) but not gs-continuous and g*s-continuous respectively. Because for the open set {z} in (Z,ߪ), v-1({z}) = 
{s} is not gs-ozen and g*s-open in (Y,ߞ). 

Counter Example  3.21.Let v : (Y,ߞ)→ (Z,ߪ) be  the function defined by v(z) = s, v(t) = t, v(s) = z. Consider Y = Z = 
{z,t,s} with ߞ = {Y, ϕ,{z},{t},{z,t}} and ߪ ={Z, ϕ,{z,t}}.Here gsO(Y,ߞ)= g*sO(Y,ߞ)={Y,ϕ,{z},{t},{z,t},{z,s},{t,s}}.Then v isgs-
continuous and g*s-continuous respectively but not J-continuous as JO(Y,ߞ)= ߞ.Because for the open set {z,t} in (Z,ߪ), 
v-1({z,t}) = {t,s} need not be J-open in (Y,ߞ). 

Counter Example  3.22.Considerv : (Y,ߞ)→ (Z,ߪ) is  the function defined by v(z) = t, v(t) = s, v(s) = z. Consider Y = 
{z,t,s}, Z = {z,t,s,i}  with ߞ = {Y, ϕ, {z},{t},{z,t}} and ߪ = {Z, ϕ,{z}}.Here  ߪ௖ = {Z, ϕ,{t,s,i}} and δC(Y,ߞ)={Y, 
ϕ,{s},{z,s},{t,s}}.Then v is not J-continuous as JC(Y,ߞ)= {Y, ϕ,{s},{z,s},{t,s}}but it isδ-continuous because δC(Z,ߪ)={Z, 
ϕ}only.                                                                                                                         

Counter Example  3.23.  Let v: (Y,ߞ)→ (Z,ߪ) be  an identity function. Consider Y = Z = {z,t,s} with ߞ = {Y, ϕ, {z}} and ߪ 
= {Z, ϕ,{z},{t},{z,t}}= δC(Z,ߪ).Here  ߪ௖ = {Z, ϕ,{s},{t,s},{z,r}} and δC(Y,ߞ)={Y, ϕ}.Then v is J-continuous as JC(Y,ߞ)= P(Y) 
–{z}but v isn’t δ-continuous. Because for {t,s},the δ-closed set in (Z,ߪ),the inverse image is {t,s} not aδ-closed set in 
(Y,ߞ).                                                                                            

Proposition 3.24.  A super continuous function v : (Y,ࣀ)→ (Z,࣌)  becomes a J-continuous function but the converse  
need not be true. 

Proof Given   v : (Y,ߞ) →(Z,ߪ) represents a super continuous function. Assume U is any closed set in (Z,ߪ).We get v-

1(U) is δ-closed in (Y,ߞ) (since v is a super continuous function).By Remark 2.16.(i)., v-1(U) is a J-closed set in (Y,ߞ). 
Hence v is J-continuous. 

Remark  3.25.  The other part of the above Proposition is disproved from the upcoming Counter Example. 

Counter Example  3.26.Let v : (Y,ߞ)→ (Z,ߪ) be  the bijective function defined by v(z) = t, v(t) = z, v(s) = r. Consider Y = 
Z = {z,t,s} with ߞ = {Y, ϕ, {z,t}} and ߪ = {Z, ϕ,{z}}.Here  ߪ௖ = {Z, ϕ,{t,s}} and δC(Y,ߞ)={Y, ϕ}.Then v is J-continuous as 
JC(Y,ߞ)= P(Y) but not super continuous. Because for the closed set {t,s} in (Z,ߪ), v-1({t,s}) = {z,s} is not  δ-closed in (Y,ߞ). 

Remark  3.27.  From the abovementioned Propositions, we have the accompanying pictorial diagram. 

Proposition  3.28.  A totally continuous function v : (Y,ࣀ)→ (Z,࣌)  is a J-continuous function but the converse  is 
not true. 

Proof  Consider U is any open set in (Z,ߪ).Since v is a totally continuous function, v-1(U) is clopen in (Y,ߞ).By Remark 
2.18., v-1(U) is J-open in (Y,ߞ). Hence v is J-continuous. 

Proposition  3.29.  A strongly continuous function v : (Y,ࣀ)→ (Z,࣌)  represents  a   J-continuous function but the 
converse  part  not true. 

Proof  Let U be any closed subset in (Z,ߪ).Since v is a strongly continuous function, v-1(U) is clopen in 
(Y,ߞ).ByRemark 2.18., v-1(U) is J-open in (Y,ߞ). Hence v is J-continuous. 

Remark  3.30.  The reverse of the above Propositions can be seen to be untrue from the upcoming Counter 
Examples. 
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Counter Example  3.31. Let v : (Y,ߞ)→ (Z,ߪ) be the identity function. Consider Y = Z = {z,t,s} with ߞ = {Y, ϕ, {z,t}} and 
 P(Y) but not =(ߞ,Y)௖= {Y, ϕ, {s}}.Then v is J-continuous as JCߞ ௖ = {Z, ϕ, {s}, {t,s}, {z,s}} andߪ  Here.{Z, ϕ, {z}, {t},{z,t}} = ߪ
strongly continuous and is not totally continuous. Because for the subset {z,s} in (Z,ߪ),the inverse image is not clopen 
in (Y,ߞ) and for {z} in (Z,ߪ),no set is clopen in (Y,ߞ) respectively. 

Proposition 3.32.v: (Y,ࣀ)→ (Z,࣌)  is continuous when v is a J-continuous function and (Y,ࣀ) is a JTC-space. 

Proof Let U be any closed set in (Z,ߪ).Sincev is J-continuous, v-1(U) is J-closed in (Y,ߞ)  and (Y,ߞ) is a JTC-space. 
Therefore v-1(U) is closed in (Y,ߞ) impliesv is continuous. 

Result 3.33. 
(a)  v is super continuous when v : (Y,ߞ)→ (Z,ߪ) represents a J-continuous function and (Y,ߞ) is a  JTδ-space.  
(b) f is   δg*-continuous when v : (Y,ߞ)→ (Z,ߪ) represents a J-continuous function and (Y,ߞ) is a JTδg*-space.  
(c) vis  δg-continuous when v : (Y,ߞ)→ (Z,ߪ) representsa J-continuous function and (Y,ߞ) is a JTδg-space.  
(d) vis  g-continuous when v : (Y,ߞ)→ (Z,ߪ) represents a J-continuous function and (Y,ߞ) is a JTg-space.  
Proof  Similar to Proposition 3.32.   

Proposition  3.34.  If (Y,ࣀ) represents a  gδTJ-space and v : (Y,ࣀ)→ (Z,࣌), a gδ-continuous function. Then vis J-
continuous. 

Proof Let U be a closed set in (Z,ߪ).∵v is gδ-continuous, v-1(U) is gδ-closed in (Y,ߞ) and (Y,ߞ) is a gδTJ-space. Hence v-

1(U) is J-closed in (Y,ߞ) which givesv : (Y,ߞ)→ (Z,ߪ) is J-continuous. 

Theorem  3.35. If   v : (Y,ࣀ) → (Z,࣌) is a  J-continuous function, then ∀subset D of (Y,ࣀ), v(JCl(D))  Cl(v(D)). 

Proof  Consider D is a subset of (Y,ߞ).Then Cl(v(D)) is a closed set in (Z,ߪ). We get  v-1(Cl(v(D))) is a J-closed set in 
(Y,ߞ) -----(1) (since v is a J-continuous function).We know v(D)  Cl(v(D)),D v-1(Cl(v(D))).From (1), v-1(Cl(v(D))) is a 
J-closed set containing D. By Definition 3.2.1.,we have JCl(D) v-1(Cl(v(D))) ⇒v(JCl(D))  Cl(v(D)). 

Corollary  3.36. (a) Ifv : (Y,ࣀ)→ (Z,࣌) is a super continuous function,then∀ subset D of (Y,ࣀ), JCl(D))  Cl(v(D))  

(b) Ifv : (Y,ࣀ)→ (Z,࣌) is a totally continuous function, then ∀subset D of (Y,ࣀ), v(JCl(D))  Cl(v(D)). 

Proof  (a) and (b)  We know that a super continuous function v : (Y,ߞ)→ (Z,ߪ) is a  J-continuous function (by 
Proposition 3.24.) and a totally continuous function v : (Y,ߞ)→ (Z,ߪ) is a   J-continuous function (by Proposition  3.28. 
) and also it follows from the previous Theorem  3.35.   

Proposition  3.37. Consider v: (Y,ࣀ) → (Z,࣌) is a function. If ∀point xY and ∀	open set T in (Z,࣌) containing v(x), 
∃a J-open set U in (Y,ࣀ) containing x such that v (U)T, then ∀ subset E of (Y,ࣀ), v(JCl(E))  Cl(v(E)). 

Proof Consider E is any subset of (Y,ߞ) and yv(JCl(E)). Therefore y = v(x) for some xJCl(E)Y. Let T be any open 
set in (Z,ߪ) such that v(x)T. Then by hypothesis, ∃a J-open set U in (Y,ߞ) containing x with v(U)T. By  

Remark 2.14., U∩E ≠ ϕ, then v(U∩E) ≠ ϕ which implies that T∩v(E) ≠ ϕ. Hence yCl(v(E)).  Thus v(JCl(E))  Cl(v(E)). 

 
COMPOSITION OF FUNCTIONS 

Remark  3.38.  The upcoming Counter Example explains that the composition of two J-continuous functions need 
not be J-continuous. 

Counter Example  3.39.Let v : (Y,ߞ) → (Z,ߪ) be the bijective function defined by v(z) = t,v(t) = s,v(s) = z. Consider Y = 
Z = P ={z,t,s} with ߞ = {Y, ϕ, {z}} and ߪ = {Z, ϕ, {s}},	ߤ = {P, ϕ,{z,t}}.Then f is  J-continuous as JC(Y,ߞ)= P(Y) –{z}. Let  w : 
(Z,ߪ) →(P,ߤ) be the one-one onto function defined by w(z) = z, w(t) = s, w(s) = t. Then w is J-continuous as JC(Z,ߪ) = 
P(Z)–{s}. Consider the composition function  w ◦ v :(Y,ߞ)→(P,ߤ) such that (w◦ v)(z) = w(v(z)) = s,(w◦ v)(t) = w(v(t)) = t 
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and (w◦ v)(s) = w(v(s)) = z. But their composition w◦v is not J-continuous. Because for the closed set {s} in (P,ߤ), v-1(w-

1({s})) = {z} is not J-closed in (Y,ߞ). 

Proposition  3.40.  If v : (Y,ࣀ)→ (Z,࣌) , a J-continuous function and   w : (Z,࣌) →(P,ࣆ) ,a J-continuous function, then  
w ◦ v : (Y,ࣀ)→ (P, ࣆ) is a  J-continuous function when (Z,࣌)  is a JTC-space.  

Proof  Consider U is any closed set in (P,ߤ). Hence w-1(U) is J-closed in (Z,ߪ) (since w : (Z,ߪ) →(P,ߤ) is a J-continuous 
function).Consider (Z,ߪ) is a JTC-space. Therefore w-1(U) is closed in (Z,ߪ).So(w ◦ v )-1(U) = v-1(w-1(U)) is J-closed in 
(Y,ߞ)( since v: (Y,ߞ)→ (Z,ߪ) represents a J-continuous function). Hence w ◦ v is aJ-continuous function. 

Remark  3.41.The composition of J-continuous function becomes a J-continuous function when (Z,࣌)  is a Tδ-space 
can be seen by the accompanying Proposition. 

Proposition  3.42.  If v : (Y,ࣀ)→ (Z,࣌) ,a J-continuous function and   w : (Z,࣌) →(P,ࣆ) ,a J-continuous function, then  
w ◦ v : (Y,ࣀ)→ (P, ࣆ) is a J-continuous function when (Z,࣌) is aTδ-space.  

Proof Consider U is any closed set in (P,ߤ).Hencew-1(U) is J-closed in (Z,ߪ) (sincew : (Z,ߪ) →(P,ߤ) is a J-continuous 
function).ByRemark 2.17.(i).,w-1(U) is gδ-closed. Consider (Z,ߪ) is a Tδ-space. Thereforew-1(U) is δ-closed in (Z,ߪ). 
Hence w-1(U) is closed in (Z,ߪ). So (w ◦ v )-1(U) = v-1(w-1(U)) is J-closed in (Y,ߞ)   (since v : (Y,ߞ)→ (Z,ߪ) is a J-
continuous function). Hence w ◦ v is a J-continuous function. 

Proposition  3.43.  If v : (Y,ࣀ)→ (Z,࣌) , a J-continuous function and w : (Z,࣌) →(P,ࣆ) , a super continuous function, 
then  w ◦ v : (Y,ࣀ)→ (P,ࣆ) is a  J-continuous function. 

Proof Consider U is any closed set in (P,ߤ).Hence w-1(U) is δ-closed in (Z,ߪ) (sincew : (Z,ߪ) →(P,ߤ) is a super 
continuous function).This implies w-1(U) is closed in (Z,ߪ). So (w ◦ v )-1(U) = v-1(w-1(U)) is J-closed in (Y,ߞ)  (sincev : 
(Y,ߞ)→ (Z,ߪ) is a J-continuous function). Hence w ◦ v is a J-continuous function. 

Proposition  3.44.  If v : (Y,ࣀ)→ (Z,࣌) , a super continuous function and  w : (Z,࣌) →(P,ࣆ), a super continuous 
function, then  w ◦ v : (Y,ࣀ)→ (P, ࣆ) is a J-continuous function. 

Proof Let U be any closed set in (P,ߤ).Hence w-1(U) is δ-closed in (Z,ߪ)(since w : (Z,ߪ) →(P,ߤ) is a super continuous 
function). This implies w-1(U) is closed in (Z,ߪ). So (w ◦ v )-1(U) = v-1(w-1(U)) is δ-closed in (Y,ߞ)(sincev : (Y,ߞ)→ (Z,ߪ) is 
a super continuous function). By Remark 2.16.(i)., v-1(w-1(U)) is J-closed in (Y,ߞ). Hence w ◦ v is a J-continuous 
function. 

Proposition  3.45.If v : (Y,ࣀ)→ (Z,࣌) ,a J-continuous function and w : (Z,࣌) →(P,ࣆ) ,a continuous function, then  w ◦ 
v : (Y,ࣀ)→ (P, ࣆ) is a J-continuous function.  

Proof Consider U is any closed set in (P,ߤ).Hence w-1(U) is closed in (Z,ߪ)(sincew : (Z,ߪ) →(P,ߤ) is a continuous 
function).Given v : (Y,ߞ)→ (Z,ߪ) is a J-continuous function. So (w◦v )-1(U) = v-1(w-1(U)) is J-closed in (Y,ߞ). Hence w ◦ v 
is a J-continuous function. 
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In this paper, we investigate numerically the nanofluid flow about a vertical rotating cone with Dufour 
and Soret effects along with the impacts of thermal radiation, magnetic field, and chemical reaction. A 
steady, laminar, and incompressible nanofluid flow is considered. A uniform suction/injection of the 
fluid is present on the surface of the cone. The cone is symmetric about the axis of rotation and is rotating 
with an angular rotating velocity. The governing equations pertinent to the fluid flow are nonlinear 
partial differential equations (PDEs). Using similarity transformation variables, these partial differential 
equations are converted into ordinary differential equations (ODEs). MATLAB bvp4c solver is used to 
solve the converted system of ODEs. To achieve a clear understanding about the physical insights of the 
problem, the two nanofluids - Cu-water and Al2O3-water are analysed. The graphical representations of 
tangential, normal, circumferential velocity profiles, temperature profiles and concentration profiles with 
respect to various fluid flow parameters are investigated. 
 
Keywords: Nanofluids, Dufour and Soret effects, Rotating cone, Cu-water, Al2O3-water 
 
INTRODUCTION 
 
In many industries like turbo machine manufacturing, polymer production, food processing, chemical, water 
treatment, and metallurgical industries the process of transfer of heat and mass play a vital role. Most of the heat 
transfer processes involve the usage of fluids such as water or ethylene glycol as coolants. To get better cooling 
without wastage of energy, the efficiency of the coolants have to be improved. Choi and Eastman [1] created 
colloidal suspensions of nanoparticles and base fluid called nanofluids. It is a very compatible fluid that can be used 
to reduce or induce the level of heat transfer in a bigger range of real life applications [2].Heat and mass transfer in a 
rotating cone has been extensively studied by many researchers in the past. Much information about this subject can 
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be studied in the papers by Tien et al. [3], Himasekhar et al. [4], Rehan Ali Shah et al. [5], Sambath et al.[6], Shahzad 
Ahmad et al.[7], Chamkha et al.[8].C. N. Guled and B. B. Singh [9] investigated the transfer of heat and mass of a 
steady, electrically conducting, MHD fluid on a cone along with the magnetic field impacts, uniform 
suction/injection, as well as radiation effects. Dulal Pal et al. [10] studied the flow of the fluid over a plate. The plate 
considered is flat and in an inclined position. The effects of a heat source/sink which is non-uniform and impacts of 
thermophoresis is analysed. Rushi Kumar et al. [11] investigated the transfer of heat and mass in a moving cone as 
well as in a flat plate along with the impacts of chemical reaction and magnetic effects. 
 
Yeping Peng et al. [12] analysed the impacts of the magnetic effects and the thermal radiation effects on rate of heat 
transfer on the nanofluid in two coaxial tubes. Zahir Shah et al. [13] investigated the Casson nanofluid flow which is 
considered as radiative and electrically conducting over a stretching sheet which is non linear. The impacts of 
radiation effects, heat flux, and chemical reaction effects are analysed numerically. Ramreddy et al.[14] investigated 
the nanofluid flow in a flat, vertical semi-infinite plate subject to the soret effects. Sudarsana Reddy et al. [15] 
investigated the heat and mass transfer in two nanofluids Al2O3 water and TiO2 water along with the effects of heat 
generation/absorption over a sheet which is stretchable embedded in a permeable medium. Reddy et al. [16] 
analysed the transfer of heat and mass in two nano fluids-Cu-water and Ag-water in two different volume fractions. 
Dzulkifli et al.[17] studied the flow of a nanofluid in the boundary layer and heat transfer analysis through a sheet 
which is stretchable along with the effects of thermophoresis and Brownian motion parameter. Saleem et al. [18] 
investigated the Nano Walter’s B fluid flow over a rotating cone along with a magnetic regime. The impacts of 
Brownian motion effects and thermophoresis on the rates of heat transfer as well as mass transfer are presented. 
Raju et al. [19] made a comparative study on the influence of thermophoresis and Brownian motion effects along 
with magnetic field parameters in three different nanofluids- Maxwell, Jeffrey and Oldroyd-B nanofluids past a 
cone. 
 
Sravanthi [20] analysed the impacts of velocity slip effects, thermal radiation effects on the transfer of heat of 
nanofluid flow over a vertical cone. The velocity slip is of second order and the thermal radiation is nonlinear and 
the effects of a non uniform heat source or sink are considered. Copper with water is taken to be the nanofluid under 
the analysis. Abbas et al. [21] investigated the rotating nanofluids- Cu-water, Al2O3-water, TiO2-water in a moving 
rotating plate and the rates of heat transfers based on the shapes of the nanoparticles. Based on such an in-depth 
literature review, we analysed that the study of nanofluid with the inclusion of transfer of heat and mass along with 
magnetic, thermal radiation effects in a rotating cone has not been investigated yet. In this regard, we consider, a 
rotating cone with two nano fluids-Cu-water and Al2O3-water. The thermodynamical properties of the nanoparticles- 
Cu and Al2O3 and base fluid-H2O are considered to the heat transfer and magnetic effects. The influence and impacts 
of various parameters involved in the tangential, normal and circumferential velocities, temperature and 
concentration profiles are presented through graphs. 
 
Mathematical Modelling 
Consider an upward directed, rotating cone, rotating around the x-axis with a rotational velocity Ω along with 
magnetic field B0 in the z-axis as shown in the flow diagram. A steady-state, laminar, incompressible nanofluid flow 
is considered. A uniform suction/ injection of the nanofluid of velocity w0 is present at the surface of the cone. Within 
the sights of Soret and Dufour impacts, along with the consideration of mass concentration, the governing fluid flow 
equations of the boundary layer are analysed. By incorporating the above assumptions and Boussinesq’s 
approximation into the basic governing equations, we get 
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The resultant boundary conditions are 

ݑ = 0, ݒ = ݓ,ߚ݊݅ݏΩݔ = ଴ݓ ,ܶ = ௪ܶ(ݔ),ܥ = ݖ ݐܽ (ݔ)௪ܥ = 0 
ݑ → ݒ,0 → 0,ܶ → ܥ,ܶ∞ → ݖ ݐܽ ∞ܥ → ∞(6) 
 
In the above equations, u, v, ware velocities in x, y and z directions respectively. T is fluid’s local temperature and C 
is fluid’s local concentration. ρnf is nanofluid’s density, µnf is nanofluid’s dynamic viscosity, κnf is nanofluid’s 
conductivity, Cp is specific heat. 
The radiation heat flux (Beg et al. [22])is given by 
డ௤ೝ
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= )∗ߪ4ܽ− ∞ܶ
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T4 can be expanded using Taylor's series about T∞asܶସ = 4 ∞ܶ
ଷ − 3 ∞ܶ

ସ(8) 
 
The thermodynamical properties of the nano fluids are 
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Buckingham’s π theorem is used to obtain the non-dimensional transformations (10). These 
transformations are employed to simplify the equations (1-5) along with the equation (6). 
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In the above quantities, L is cone’s slant height, TL denotes cone shallow’s temperature and CL is cone shallow’s 
concentration; 
By substituting (9) and (10) in equations (1-5), 
 
݂ ′′′ = ଵ

௔భ
	[ெ௙

′

௔మ
−	 f ′ଶ − f ′′f + 2 ௔య

௔మ
ߠ)ܴ݅ +ܰ߶)](11)       

             
h′′ 	= ଵ

௔భ
	[	ℎ′݂ − ݂ ′ℎ	 − ெ௛

௔మ
]	(12) 

 
′′ߠ = ଵ

௔ర
ቂܴ݀ߠ − δPrߠ − ߶ݎܲݑܦ ′′ + ܽହܲߠ݂ݎ′ − ଵ

ଶ
ହ݂ܽݎܲ      ቃ  (13)ߠ′

                                                    
߶ ′′ = ݂ܵܿ߶ ′ − ଵ

ଶ
݂ܵܿ ′߶− ′′ߠܿܵݎܵ + δSc(14) 

The associated boundary conditions are 
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݂ = 0.1,݂ ′ = 0,ℎ = ߠ,1 = 1,߶ = ߟݐܽ 1 = 0 
݂ = 0,ℎ = ߠ,0 = 0,߶ = ߟ ݐܽ 0 → ∞(15) 
here primes refer derivatives about ߟ 
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Method of Solution 
Runge-Kutta method along with shooting technique is implemented to solve equations (10-14) with the related 
boundary condition (15). To solve this problem with bvp4c package in MATLAB, we provide functions that evaluate 
the differential equations subject to their residuals in the boundary. Consider 
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The non-linear differential equations (9-13) are converted into the following first order differential equations 
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This problem is solved numerically by considering it as an initial value problem and is solved using bvp4c package 
in MATLAB. 
 
RESULTS AND DISCUSSIONS 

The nanofluids are formed by considering the Copper nanoparticles and Alumina nanoparticles in the base fluid 
water with a volumetric fraction of 0.15. The thermodynamical properties of the nano particles and the base fluid are 
taken into account while solving the problem. The thermodynamical properties- Cp, ρ, K, β of Cu, Al2O3 and H2O are 
given in table-1. We have done a numerical investigation of the considered problem and have presented the graphs 
for tangential, normal and circumferential velocities and temperature, concentration profiles using various 
numerical values for the fluid flow parameters. The graphs obtained are for various values of Dufour number (Du), 
Soret number (Sr), Magnetic parameter (M) and radiation and parameter (Rd) are presented here, in figures (2-13). 
 
Figures (2-4) depict the tangential velocity, temperature and concentration profiles plotted against η for various 
values of Du. It can be observed that the velocity in tangential direction increases as Du increases. There is a rise in 
temperature with a rise in Du. This is because the increase in Du increases the rate at which the heat transfer takes 
place which in turn increases the temperature. As Du relates the concentration gradient and energy flux, an increase 
in Du, increments the concentration gradient which reduces the concentration. Alumina has higher specific heat than 
copper. As we know specific heat is the quantity of energy (heat) per unit mass that is required to increase the 
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temperature by one-degree Celsius. The nanofluid alumina with water has higher temperatures in a lower Dufour 
number than copper with water because of its higher specific heat. 
 
Figures (5-9) depicts the velocity, temperature and concentration profiles for various values of Sr. In Alumina-water 
it can be observed that for higher values of Sr there is an increase in the tangential velocity and circumferential 
velocity curves while a same trend is observed in copper-water. In Alumina-water in can observed that for higher 
values of Sr there is a decrease in the tangential velocity curves while a reverse trend is observed in Copper-water. 
There is an increase in temperature curves with an increase in Sr. A same trend is observed in copper water. With an 
increase in Sr there is a decrease in concentration. A same trend is observed in copper-water. Soret number is the 
ratio of temperature difference to concentration. As the Sr increases the temperature curves increases and 
concentration curves decreases. 
 
Figures (10-11) show the tangential and circumferential velocity profile for various values of M. With an increase in 
M, the velocity profiles decreases. When the magnetic parameter increases, a Lorentz force sets in, which reduces the 
velocity. Both the nanofluids depict the same trend. Figure (12-13) depict tangential velocity, temperature profile for 
distinct values of Rd. With an increase in Rd there is an increase in velocity and temperature curves. As Rd increases, 
the intensity of heat generation increases which in turn breaks the bond between the molecules and rises the 
velocity. As Rd increases, there is an increase in surface heat flux which leads to an increase in the temperature 
curves. 
 
CONCLUSION 

A detailed investigation is done by analysing the impacts of the magnetic parameter, radiation parameter, and 
chemical reaction parameter along with Dufour and Soret effects in two nanofluids-Cu-water and Al2O3-water over 
a vertical rotating cone. Based on this present investigation, the following conclusions are derived. The heat transfer 
rate of Cu-water is better compared than that of Al2O3-water as copper has high thermal conductivity. The mass 
transfer capacity of Al2O3-water is comparatively better because of the higher specific heat of alumina. The greater 
values of M lower the velocity profiles. The increase in Sr and Du increases the temperature profile and decreases 
the concentration profile. With an increase in the Rd, the velocity in tangential direction and temperature increases. 
 
REFERENCES 
 
1. S.U.S. Choi and Jeffrey Eastman. Enhancing thermal conductivity of fluids with nanoparticles. volume 66, 1995. 
2. Kaufui V Wong and Omar De Leon. Applications of nanofluids: current and future. Advances in mechanical 

engineering, 2:519659, 2010. 
3. CL Tien and IJ Tsuji. A theoretical analysis of laminar forced flow and heat transfer about a rotating cone. Journal 

of Heat Transfer, 1965. 
4. K Himasekhar, PKj Sarma, and K Janardhan. Laminar mixed convection from a vertical rotating cone. 

International communications in heat and mass transfer, 16(1):99–106, 1989. 
5. Rehan Ali Shah, Muhammad Shuaib, and Aamir Khan. Dufour and soret effect on heat and mass transfer with 

radiative heat flux in a viscous liquid over a rotating disk. The European Physical Journal Plus, 132(8):342, 2017. 
6. P Sambath, DS Sankar, and KK Viswanathan. A numerical study of dissipative chemically reactive radiative 

mhd flow past a vertical cone with nonuniform mass flux. International Journal of Applied Mechanics and 
Engineering, 25(1):159–176, 2020. 

7. Shahzad Ahmad, Kashif Ali, Rabia Saleem, and Hina Bashir. Thermal analysis of nanofluid flow due to rotating 
cone/plate—a numerical study. AIP Advances, 10(7):075024, 2020. 

Padmaja and Rushi Kumar 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30477 
 

   
 
 

8. Ali J Chamkha and SMM El-Kabeir. Unsteady heat and mass transfer by mhd mixed convection flow over an 
impulsively stretched vertical surface with chemical reaction and soret and dufour effects. Chemical Engineering 
Communications, 200(9):1220–1236, 2013. 

9. CN Guled and BB Singh. Homotopy analysis of the radiation effect on mhd flow with heat and mass transfer 
due to a point sink. Advances in Mathematical Physics, 2016, 2016. 

10. Dulal Pal and Hiranmoy Mondal. Influence of soret-dufour and thermophoresis on hydromagnetic mixed 
convection heat and mass transfer over an inclined flat plate with nonuniform heat source/sink and chemical 
reaction. International Journal for Computational Methods in Engineering Science and Mechanics, 19(2):49–60, 2018. 

11. B Rushi Kumar and R Sivaraj. Heat and mass transfer in mhd viscoelastic fluid flow over a vertical cone and flat 
plate with variable viscosity. International Journal of Heat and Mass Transfer, 56(1-2):370–379, 2013. 

12. Yeping Peng, Ali Sulaiman Alsagri, Masoud Afrand, and R Moradi. A numerical simulation for 
magnetohydrodynamic nanofluid flow and heat transfer in rotating horizontal annulus with thermal radiation. 
RSC advances, 9(39):22185–22197, 2019. 

13. Zahir Shah, Poom Kumam, and Wejdan Deebani. Radiative mhd casson nanofluid flow with activation energy 
and chemical reaction over past nonlinearly stretching surface through entropy generation. Scientific Reports, 
10(1):1–14, 2020. 

14. Ch RamReddy, PVSN Murthy, Ali J Chamkha, and AM Rashad. Soret effect on mixed convection flow in a 
nanofluid under convective boundary condition. International Journal of Heat and Mass Transfer, 64:384–392, 2013. 

15. P Sudarsana Reddy and Ali J Chamkha. Soret and dufour effects on mhd convective flow of al2o3–water and 
tio2–water nanofluids past a stretching sheet in porous media with heat generation/absorption. Advanced Powder 
Technology, 27(4):1207–1218, 2016. 

16. S Veera Reddy, GSS Raju, and AG Vijaya Kumar. A numerical investigation on mhd couple heat and mass 
transfer past a rotating vertical cone embedded in a porous medium. International Journal of Engineering & 
Technology, 7(4.10):956–962, 2018. 

17. NF Dzulkifli, N Bachok, I Pop, NA Yacob, NM Arifin, and H Rosali. Soret and dufour effects on unsteady 
boundary layer flow and heat transfer of nanofluid over a stretching/shrinking sheet: A stability analysis. Journal 
of Chemical Engineering & Process Technology, 8(3):1000336, 2017. 

18. S Saleem, Hina Firdous, S Nadeem, and AU Khan. Convective heat and mass transfer in magneto walter’s b 
nanofluid flow induced by a rotating cone. Arabian Journal for Science and Engineering, 44(2):1515–1523, 2019. 

19. CSK Raju, N Sandeep, and A Malvandi. Free convective heat and mass transfer of mhd nonnewtonian 
nanofluids over a cone in the presence of non-uniform heat source/sink. Journal of Molecular Liquids, 221:108–115, 
2016. 

20. CS Sravanthi. Second order velocity slip and thermal jump of cu–water nanofluid over a cone in the presence of 
nonlinear radiation and nonuniform heat source/sink using homotopy analysis method. Heat Transfer—Asian 
Research, 49(1):86–102, 2020. 

21. W Abbas and MM Magdy. Heat and mass transfer analysis of nanofluid flow based on cu, al2o3, and tio2 over a 
moving rotating plate and impact of various nanoparticle shapes. Mathematical Problems in Engineering, 2020, 
2020. 

22. Anwar Beg and SK Ghosh. Analytical study of magnetohydrodynamic radiation convection with surface 
temperature oscillation and secondary flow effects. Int. J. Applied Mathematics and Mechanics, 6:1–22, 2010. 

 
Nomenclature 
 

a Absorption parameter 
BO Magnetic field strength 
Cp Specific heat at constant pressure 
Cs Concentration susceptibility 
C Local concentration of nanofluid 
Cw Concentration of nanofluid on the wall 
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C∞ Concentration of nanofluid in free stream 
Dm Molecular Diffusivity 
Du Dufour number 
fw Dimensionless suction/injection parameter 
g Acceleration due to gravity 
Kf Base fluid’s thermal conductivity 
Knf Nanofluid’s thermal conductivity 
Ks Nanoparticle’s thermal conductivity 
KT Ratio of thermal diffusivity 
kr Chemical reaction parameter 
M Dimensionless magnetic field parameter 
N Buoyancy parameter 
Pr Prandtl number 
Q0 Heat generation parameter 
qr Radiative heat flux 
Ri Richardson number 
Rd Dimensionless radiation parameter 
Sr Soret number 
Sc Schmidt number 
T Local temperature of nanofluid 
Tw Temperature of nanofluid on the wall 
T∞ Temperature of nanofluid in free stream 
βf Base fluid’s thermal expansion coefficient 
βnf Nanofluid’s thermal expansion coefficient 
βs Nanoparticle’s thermal expansion coefficient 
δ Dimensionless heat generation parameter 
γ Dimensionless chemical reaction parameter 
ρf Base fluid’s density 
ρs Nanoparticle’s density 
ρnf Nanofluid’s density 
(ρCp) nf Heat capacitance of nanofluid 
µf Base fluid’s dynamic viscosity 
µs Nanoparticle’s dynamic viscosity 
µnf Nanofluid’s dynamic viscosity 
νf Base fluid’s kinematic viscosity 
νs Nanoparticle’s kinematic viscosity 
νnf Nanofluid’s kinematic viscosity 
σnf Nanofluid’s electrical conductivity 
θ Dimensionless temperature 
φ Dimensionless concentration 
φnf Volume fraction of nanofluid 

 

Subscripts used 

nf 
s 

Nanofluid 
Base fluid 
Nanoparticles

 ∞ Condition in 
free stream 

 w Condition on 
the wall 
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Table 1: Thermodynamical Properties 
 

Thermodynamical 
properties 

Water Copper Alumina 

Cp(J/(kgK)) 4179 385 765 

ρ(kg/m3) 997.1 8933 3970 

K(W/m K) 0.613 400 40 

β ∗ 10−5(K−1) 21 1.67 0.85 

 
 

 
Figure 1: Flow Diagram-Geometry of the problem 

 
 

 
 (a) Cu–water (b) Al2O3–water 

 
Figure 2: Tangential velocity profile for various values of Du 
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 (a) Cu–water (b) Al2O3–water 

 
Figure 3: Temperature profile for various values of Du 

 
 (a) Cu–water (b) Al2O3–water 

 
Figure 4: Concentration profile for various values of Du 

 
 (a) Cu–water (b) Al2O3–water 

 
Figure 5: Tangential velocity profile for various values of Sr 

 

 
 (a) Cu–water (b) Al2O3–water 

 
Figure 6: Normal velocity profile for various values of Sr 
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 (a) Cu–water (b) Al2O3–water 

 
Figure 7: Circumferential velocity profile for various values of Sr 

 
 (a) Cu–water (b) Al2O3–water 

 
Figure 8: Temperature profile for various values of Sr 

 
 (a) Cu–water (b) Al2O3–water 

 
Figure 9: Concentration profile for various values of Sr 
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 (a) Cu–water (b) Al2O3–water 

 
Figure 10: Tangential velocity profile for various values of M 

 

 
 (a) Cu–water (b) Al2O3–water 

 
Figure 11: Circumferential velocity profile for various values of M 

 
 (a) Cu–water (b) Al2O3–water 

 
Figure 12: Tangential velocity profile for various values of Rd 
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 (a) Cu–water (b) Al2O3–water 

 
Figure 13: Temperature profile for various values of Rd 
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The purpose of this paper is to introduce a new concept of functions called δPS- continuous functions. 
This class of functions is defined using new class of sets called δPS- open sets in topological spaces and to 
obtain some important decomposition of perfect continuity and complete continuity. 
 
Keywords: Continuous, Ps-Continuous, α-Continuous, Closed Sets 
 
INTRODUCTION 
 
In 1968 [33], the class of δ-open subsets of a topological space was first introduced by Velicko. This class of sets plays 
an important role in the study of various properties in topological spaces. Since then many authors used this class to 
define new classes of sets in topological spaces. In 1993, Raychaudhuri and Mukherjee [29] introduced and 
investigated a class of sets called δ-preopen. 
 
Khalaf and Asaad [4] introduced a concept called PS-open sets in topological spaces. This class of sets lies strictly 
between the classes of δ-open and preopen sets. Combining the concepts of δ-preopen and PS-open sets, a new class 
of sets called δPS-open sets [34] is introduced by the authors. This class of sets lies between the classes of PS-open and 
δ-preopen sets. The behaviour of δPS-open sets in various spaces such as locally indiscrete, hyperconnected, 
extremely disconnected, semi-T1, s-regular spaces are discussed and various interesting results are obtained. In this 
paper δPS- continuous functions are defined and properties are studied. These are used to obtain new 
decompositions of perfect continuity and complete continuity in this article. 
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Preliminaries 
Definition 2.1. A subset A of a space X is said to be  
(i) Preopen [21] if A ⊆ Int (Cl(A)) 
(ii) Semi-open [20] if A ⊆ Cl (Int(A)) 
(iii) Regular open [32] if A = Int (Cl(A)) 
(iv) Clopen if A is both open and closed 
(v) δ-open[33] if for each x ϵ A, there exists an open set G such that x ∈ G ⊆IntClG ⊆  A 
(vi) θ-open [33] if for each x ϵ A there exists an open set G such that z ∈ G ⊆ ClG ⊆  A 
(vii) δ-preopen [29] if C ⊆  Int(δCl(A)) 
(viii) θ-semi-open [16] if for each x ϵ A, there exists a semi-open set G such that x ∈ G ⊆	ClG ⊆	A 
(ix) semi-θ-open [7] if for each x ϵ A, there exists a semi-open set G such that x ∈ G ⊆ sClG ⊆	A  
(x) β-open [1] if A ⊆ Cl (Int (Cl(A))) 
(xi) e*-open [11] if ܣ ⊆ ߜ)ݐ݊ܫ)݈ܥ −  ((ܣ)݈ܥ
(xii) δ-semi-open [28] if ܣ ⊆ ߜ)݈ܥ −  ((ܣ)ݐ݊ܫ
(xiii) ߙ-open [22] if A	 ⊆ 	Int(Cl(Int(A))) 
(xiv) ߜ-semi-ߠ-open [36] if for each ݔ ∈ ݔ semiopen such that-ߜ there exists a ,ܣ ∈ ܷ ⊆ (ܷ)݈ܿݏ	-ߜ ⊆  ܣ
(xv) δ-semiregular [36] if ܣ = ߜ − ߜ)ݐ݊ܫݏ −  ((ܣ)݈ܥݏ
 
 The closure and interior of A with respect to X are denoted by Cl(A) and Int(A) respectively.  
 The intersection of particular class of closed sets of X containing A is called the corresponding closure of A. 
  The union of particular class of open sets of X contained in A is called the corresponding interior of A.  
 The family of all preopen (resp. Semi-open, regular open, δ-open, θ-open, δ-preopen, θ-semiopen, β-open, 

regular semi-open, e*-open, δ-semiopen, α-open, δ-semi-θ-open, δ-semiregular open) subsets of X is denoted by 
PO(X) (resp. SO(X), RO(X), δO(X), θO(X), δPO(X), θSO(X), SθO(X),βO(X) RSO(X), e*O(X), δSO(X), αO(X), 
δSθO(X), δSRO(X)). 

 The complement of a preopen (resp. resp. Semi-open, regular open, δ-open, θ-open, δ-preopen, θ-semiopen, 
semi-θ-open, β-openregular semiopen, e*-open, δ-semiopen, α-open, δ-semi-θ-open, δ-semiregular open) is said 
to be preclosed [10] (resp. resp. Semi-closed, regular closed, δ-closed, θ-closed, δ-preclosed, θ-semiclosed, semi-θ-
closed, β-closed,regular semiclosed, e*-closed, δ-semiclosed, α-closed, δ-semi-θ-closed, δ-semiregular closed).  

 The family of all preclosed [10] (resp. resp. Semi-closed, regular closed, δ-closed, θ-closed, δ-preclosed, θ-
semiclosed, semi-θ-closed,β-closed, regular semiclosed, e*-closed, δ-semiclosed, α-closed, δ-semi-θ-closed, δ-
semiregular closed) subsets of X is denoted by PC(X) (resp. SC(X), RC(X), δC(X), θC(X), δPC(X), θSC(X), 
SθC(X),βC(X), RSO(X), e*C(X),δSC(X), αC(X),δSθC(X),δSRC(X)). 

 A subset A of a space X is called clopen, If A is both open and closed, while it is called regular open, Int (Cl(A)) = 
A. 

 
Definition 2.2 [25].  A subset A of a space X is said to be preregular if A is both preopen and preclosed. 
Definition 2.3 [3]. A space X is s-regular if for each x ∈ X and each open set G containing x, there exists a semi-open 
set H such that x ∈ H sClH  G. 
Definition 2.4 [20]. A space X is called semi-T1 if for each pair of distinct points x, y in X, there exists a pair of semi-
open sets, one containing x but not y and the other containing y but not x.  
Proposition 2.5 [20]. A space X is semi-T1 if for any point x ∈ X, the singleton set {x} is semi-closed.  
Definition 2.6 [7]. A space (X, τ) is said to be extremely disconnected if ClU ∈ τ for every U ∈ τ. 
Theorem 2.7 [35]. A space X is extremely disconnected if and only if δO(X) = θSO(X). 
Definition 2.8 [10]. A space X is said to be hyperconnected if every nonempty open subset of X is dense.  
Definition 2.9 [10]. A space X is called locally indiscrete if every open subset of X is closed. 
Lemma 2.10. If X is locally indiscrete space, then  
(i)Each semi-open subset of X is closed and  
(ii)Each semi-closed subset of X is open. 
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Proposition 2.11 [3]. Let (Y,τY) be a subspace of a space (X,τ). Then, the following statements are true:  
(i)If A ∈ PO(X,τ) and A ⊆ Y, then A ∈ PO(Y, τY).  
(ii)If F ∈ SC(X,τ) and F ⊆ Y, then F ∈ SC(Y, τY).  
(iii)If F ∈ SC (Y, τY) and Y ∈ SC(X,τ), then F ∈ SC(X,τ). 
Proposition 2.12 [29]. Let A, Y be subsets of topological space (X,τ) such that A ⊆ Y ϵ δO(X). If A ϵ δPO(Y), then A ϵ 
δPO(X) 
Proposition 2.13 [29]. In a topological space (X,τ), if A ϵ δPO(X), B ϵ δO(X) then A ∩ B ∈ δPO(X) 
Theorem 2.14. Let A be a subset of a topological space (X,τ). Then, we have:  
(i)If A ∈ SO(X), then pClA = ClA [10].  
(ii) If A ∈ βO(X), then ClδA = ClA [20].  
(iii)If A ∈ βO(X), then αClX = ClX [3]. 
Definition 2.15[4]. A subset A of a space X is called PS-open if for each x ϵA ϵ PO(X), there exists a semi-closed set F 
such that x ϵ F ⊆ Z. The family of all PS-open sets of a topological space(X,τ) is denoted by PSO(X,τ) or PSO(X). 
Lemma 2.16[6]. Let A be a subset of a topological space (X, τ). Then if A is preopen in (X,τ), then it is δ-preopen in (X, 
τ).  
Remark 2.17. From the following figure we have 
R open                             θ-open 
 
 
δ-open                              δ semi-open                 semi-open 
 
 
open                                 δ pre-open 
 
 
preopen         
Lemma 2.18[32]. Union of δ-preopen sets is δ-preopen. 
Definition 2.19.A function ݂:ܺ → ܻ is said to be precontinuous [21] (resp. α-continuous [30], θs-continuous [17], 
perfectly continuous [27], complete continuous [5] and super continuous [23]) if the inverse image of each open 
subset of Y is preopen (resp. α-open, θ-semi-open, clopen, regular open and δ-open) in X.  
Definition 2.20.A function ݂:ܺ → ܻ is said to be almost precontinuous [24] (resp. almost continuous in the sense of 
Singal and Singal [31] and almost θs-continuous [18]) if the inverse image of each regular open subset of Y is preopen 
(resp. open and θ-semi-open) in X.  
Definition 2.21. A function ݂:ܺ → ܻ is called contra-continuous [8] (resp. contra-semi-continuous [9]) if the inverse 
image of every open subset of Y is closed (resp. semiclosed) in X.  
Definition 2.22.A function ݂:ܺ → ܻ is said to be δ-continuous [26] (resp. θ-continuous [13]) if for each x ∈ X and each 
open set V of Y containing f (x), there exists an open set U of X containing x such that ݂(ܷ݈ܥݐ݊ܫ) ⊆  .resp) (ܸ)ܥݐ݊ܫ
((ܷ)݈ܥݐ݊ܫ)݂ ⊆ ((ܷ)݈ܥ)݂ and	((ܸ)݈ܥ)ݐ݊ܫ ⊆  .(ܸ)݈ܥ
Definition 2.23. A function f : (X, τ ) → (Y, σ) is said to be  
1. δ-precontinuous if for each x ∈ X and each δ-preopen set V containing f(x), there is a δ-preopen set U in X 

containing x such that f(U) ⊆ V  
2. δ ∗ -almost-continuous [9] if f −1 (V )∈ δP O(X, τ ) for each V ∈ δP O(Y, τ ) 
Definition 2.24[4]. A function  :  →   is called Ps-continuous at a point x ∈ X if for each x ∈ X and each open set V of Y 
containing f (x), there exists a Ps-open set U of X containing x such that  ݂ (ܷ) ⊆ ܸ. If f is Ps-continuous at every point 
of X, then it is called Ps-continuous. 
Proposition 2.25[4]. If f:X→Y is a continuous and open function and V is a preopen set of Y,  
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then f−1(V) is a preopen set of X. 
Proposition 2.26[4]. If f:X→Y is a continuous and open function and F is a semi-closed set of Y, then f−1(F) is a semi-
closed set of X. 
3. δPS -Open Sets in Topological Spaces 
Definition 3.1. A δ- preopen subset A of a space X is called a δPS-open set if for each x ϵ A, there exists a semi-closed 
set F such that x ϵ F⊆ A. 
Proposition 3.2. A subset A of a space X is δPS-open if and only if A is a δ-preopen set and A is a union of semi-
closed sets. 
Proposition 3.3. Any union of δPS-open sets is a δPS-open set. 
Proof: Let {ܣఈ}be a collection of δPS-open sets. Consider A=∪  .ఈܣ
            A is a δ-preopen set from the lemma 2.18. 

 For every ݔ ∈ ,ܣ ݔ ∈ ఈܣ , for some α and since ܣఈ is a δPS-open set, there exists a semi-closed set Fx such that    
ݔ ∈ ఈܣ ⊆ ௫ܨ ఈܣ∪⊇ = ܣ ∴ ݔ ∈ ௫ܨ ⊆  ܣ
Thus, A is a δPS-open set. 
Proposition 3.4. If a space X is semi-T1, then δPSO(X) = δPO(X). 
Proof:  Let A⊆ ܺ and ܣ ∈ ܣ If .(ܺ)ܱܲߜ = 	߮, then A∈ ߜ ௌܱܲ(ܺ). If A≠ ߮, then for each x ϵ A, by theorem 2.5. {x} is 
semi-closed set, since X is semi-T1 
Now x ϵ {x}⊆ A. Therefore A ϵ δPSO(X) by proposition 3.2. Hence δPO(X)	⊆ δPSO(X). 
But δPSO(X) ⊆ δPO(X) in general, by proposition 3.2. Therefore, δPSO(X) = δPO(X). 
Proposition 3.5. Every regular open set is δPS –open set (ie)ܴܱ(ܺ) ⊆ ߜ ௌܱܲ(ܺ).  
Proof: Let A be regular open by a Theorem 3.2[12], A is semiclosed and preopen. 

Now A is preopen  A is δ-preopen [By Remark 2.16] 

A is semiclosed  for each x ϵ A there exists the semiclosed set A itself, such that ݔ ∈ ܣ ⊆  ܣ
Hence A is in δPSO(X). ∴ ܴܱ(ܺ) ⊆ ߜ ௌܱܲ(ܺ) 
Proposition 3.6. Every PS-open set is a δPS-open set. 
Proof: Let A be a PS-open set, By Lemma-2.16, A is preopen.                     (1)  
Moreover since A is PS-open, we get, for each x ϵ A there exists a semi-closed set F such that 
ݔ ∈ ܨ ⊆  (2)                                                      ܣ
From (1) & (2)  we get, A is δPS-open. 
Proposition 3.7: A δ-open set is a δPS-open set. 
Proof: From theorem 2.8[4], A δ-open set is PS-open set. 
Now by above property, a PS-open set is a δPS-open set. Now by Proposition 3.6, a PS-open set is δPS-open set. 
Hence a δ-open set is δPS-open set. 
Lemma 3.8. In a hyperconnected space, 
(i)O(X) = {X, } 
(ii) PO(X) = ࣪(ܺ) 
Proof: (i) Let (X,τ) be hyperconnected. Then for G ϵ τ, ClG = X                   (1) 

If A≠ ߮  and A ϵ O(X), for all x ϵ A, there exists an open set G such that x ϵ G ⊆ Int Cl G = Int X = X ⊆ A  A =X.     
∴ (ܺ)ܱߜ = {ܺ,߮} (ii) For any subset A, A⊆X = Int X = Int ( δCl A)   [ ∵ (ܣ)ܥߜ = {ܺ,߮}] 

 A is δ-preopen.                   δPO(X) =	࣪(ܺ), the power set of X 
Proposition 3.9. In a locally indiscrete space, ܵܥ(ܺ) ⊆ ߜ ௌܱܲ(ܺ). 
Proof: The proof is similar to that of proposition 3.8. 
Proposition 3.10. If a topological space (X, τ) is s-regular, then τ ⊆ δPSO(X). 
Proof: Let A⊆X and A ϵ τ.  
If A = φ, then A∈ ߜ ௌܱܲ(ܺ) 
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If  ܣ ≠ ߮, since X is s-regular, then by definition 2.3 for each x ϵ A, there exists U ϵ SO(X) such that x ϵ U ⊆sCl U ⊆ A. 
Thus, we have x ϵ sCl U⊆ A. Since A ϵ τ, we get A∈ PO(X) which implies A ϵ δPO(X). 
Moreover for all x ∈ A there exist a s-closed set sclU such that ݔ ∈ ܷ	݈ܿݏ ⊆   .ܣ
Hence A ϵ δPSO(X). Thus τ ⊆ δPSO(X) 
 
Corollary 3.11. For any subset A ⊆ 	ܺ. The following conditions are equivalent:  
(i)A is clopen.  
(ii)A is δ-open and ߜ-closed 
(iii)A is PS-open and ߜ-closed.  
(iv) A is α-open and ߜ-closed.  
(v)A is δPS-open and δ-closed.  
(vi) A is δ-preopen and δ-closed 
Proof. (i)⇒(ii) By Lemma 2.7[5] 
           (ii)⇒(iii) By Proposition 2.8[4] 
         (iii)⇒(iv) From (iii) we get A is Ps-open and δ-closed. Now by Corollary 2.16[4] 
A is α-open  
∴ (iii)	⇒(iv) 
(iv)	⇒(v) From (iv) A is α-open ⇒ A is δ-preopen                                (1)  
              A is δ-closed ⇒ A is semi-closed.                                            (2) 
(1) & (2) ⇒ A is δPs-open. 
∴ (iv)	⇒(v) 
(v)  ⇒(vi) A is δPs-open ⇒ δ-preopen by definition 3.1 
∴ (v)	⇒(vi) 
    (vi)⇒(i) Now A is δ-preopen ⇒ ܣ ⊆  (ܣ݈ܿߜ)ݐ݊݅
But A is δ-closed also ∴ ܣ ⊆ ܣ	ݐ݊݅ ⇒  is open and ܣ
 Moreover ܣ is ߜclosed ⇒  is closed ܣ
              Hence ܣ is clopen. 
∴ (vi)⇒(i) 
 
Corollary 3.12. For a semi-regular space the following conditions are equivalent: 
(i)  A is regular open.  
(ii)  A is PS-open and semi-closed.  
(iii)  A is open and semi-closed.   
(iv)  A is α-open and semi-closed.  
 (v)  A is δPs-open and s-closed 
 (vi) A is δ-preopen and s-closed.  
Proof. In a semi-regular space, δ-closed sets coincide with closed sets. So δPO(X)=PO(X). 
And δPSO(X)= PSO(X). 
Hence the result follows from Corollary 2.17[4] and Proposition 3.5. 
 
Corollary 3.13.  For any topological space, the following statements are equivalent: 
(i) A is regular open. 
(ii) A is δ-open and δ-semiregular. 
(iii) A is δ-open and δ-semi-θ-closed. 
(iv) A is δ-open and δ-semiclosed. 
(v) A is α-open and δ-semiclosed 
(vi) A is δPs-open and δ-semiclosed. 
(vii) A is δ-preopen and δ-semiclosed. 
(viii) A is α-preopen and e*closed. 
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Proof. The proof follow from Theorem 7.15[34] and from Corollary 3.12 
 
Proposition 3.14. For any topological space, if A ϵ δPO(X) and either A ϵ ηO(X)∪ SθO(X), then A ϵ δPSO(X). 
Proof: Let A ϵ ηO(X) and A ϵ δPO(X). If A = φ, then A ϵ δPSO(X). If  A≠ ߮, Since A ϵ ηO(X), then A = ∪  ఈ, whereܨ
ఈܨ ∈ (ܺ)ܥߜ for each α. Since ,(ܺ)ܥߜ ⊆ ఈܨ then ,(ܺ)ܥܵ ∈  ,for each α. Since A ϵ δPO(X). Then by Proposition 3.2 ,(ܺ)ܥܵ
	ܣ ∈ ߜ ௌܱܲ(ܺ). Suppose that A ϵ SθO(X) and A ϵ δPO(X). If X = φ, then A ϵ δPSO(X). If A≠ ߮, Since A ϵ SθO(X), then 
for each x ϵ A, there exists U ϵ SO(X) such that ݔ ∈ ܷ ⊆ ܷ݈ܥݏ ⊆ ݔ	implies that ܣ ∈ ܷ݈ܥݏ ⊆  ,and A ϵ δPO(X). Thereforeܣ
by Definition 3.1, A ϵ δPSO(X). 
 
Corollary 3.15. For any subset A of a space X. If A ∈ θSO(X) ∩ δPO(X), then A ∈ δPSO(X).  
Proof. Follows from the Proposition 3.14, and the fact that θSO(X) ⊂ SθO(X) or θSO(X) ⊂ ηO(X) [10].  
 
Proposition 3.16. Let (X,τ) be any extremally disconnected space. If A ϵ θSO(X), then A ϵ δPSO(X).  
Proof. Let A ϵ θSO(X). If A = φ, then A ϵ δPSO(X). If A ≠ φ. Since X is extremally disconnected, then by Theorem 2.8, 
θSO(X) = δO(X). Hence A ϵ δO(X). But δO(X) ⊆δPSO(X) by proposition 3.7. Therefore, A ϵ  δPSO(X). 
 
Proposition 3.17. Let (Y,τY) be a subspace of a space (X,τ). If A ϵ δPSO(Y, τY) and Y ϵ RO(X, τ), then A ϵ δPSO(X, τ).  
Proof. Let A ϵ δPSO(Y,τY), then A ϵ δPO(Y,τY) and for each x ϵ A, there exists F ϵ SC(Y,τY) such that x ϵ F ⊆ A. Since Y ϵ 
RO(X,τ), then Y ϵ δPO(X,τ) and since A ϵ δPO(Y,τY), then by Theorem 2.14, A ϵ δPO(X,τ).  
Again since Yϵ RO(X,τ), then Y ϵ SC(X,τ) and since F ϵ SC(Y, τY), by Theorem 2.13(iii), F ϵ SC(X,τ). Hence, A ϵ 
δPSO(X,τ).  
 
Proposition 3.18. Let A and B be any subsets of a space X. If A ϵ δPSO(X) and B ϵ RSO(X), then A ∩ B ϵ δPSO(B).  
Proof. Let A ϵ δPSO(X), then A ϵ δPO(X) and A = ∪Fα where Fα ϵ SC(X) for each α by Proposition 3.2. Then A ∩ B = 
(∪Fα) ∩ B = ∪ (Fα ∩ B). Since B ϵ RSO(X), then B ϵ δSO(X) and by theorem 3.5[34], A ∩ B ϵ δPO(B). Again since B ϵ 
RSO(X), then B ϵ SC(X) and hence Fα ∩ B ϵ SC(X) for each α. Since Fα ∩ B ⊆ B and Fα ∩ B ϵ SC(X) for each α. Then by 
Theorem 2.11 (ii), Fα ∩ B ϵ SC(B). Therefore, by Proposition 3.2, A ∩ B ϵ δPSO(B).  
 
Proposition 3.19. If A ϵ δPSO(X) and B is an δ-open subspace of a space X, then A ∩ B ϵ δPSO(B). 
Proof. Let A ϵ δPSO(X), then A ϵ δPO(X) and A = ∪Fα where Fα ϵ SC(X) for each α by Proposition 3.2. Then A ∩ B = 
∪Fα ∩ B = ∪ (Fα ∩ B). Since B is an δ-open subspace of X, and by lemma 2.13, A ∩ B ϵ δPO(X). Again since B is δ-open 
then B is open. Then by Lemma 2.12, Fα ∩ B ϵ SC(B) for each α. Then by Proposition 3.2, A ∩ B ϵ δPSO(B).  
 
Corollary 3.20. If either B ϵ RSO(X) or B is an δ-open subspace of a space X and A ϵ δPSO(X), then A ∩ B ϵ δPSO(B).  
Proof. Follows directly from proposition 3.18 and proposition 3.19 
 
Definition 3.21. A point ܺ߳ݔ is said to be ߜ ௌܲ- interior point of A if there exists a ߜ ௌܲ-open set U containing x such 
that ܷ ⊆ ߜ The set of all .ܣ ௌܲ-interior points of A is said to be ߜ ௌܲ-interior of A and is denoted by ߜ ௌܲ-IntA. 
 
Definition 3.22. Let A be a set in a space X. A point ݔ ∈ ܺ is in the ߜ ௌܲ-Closure of A if and only if ܣ ∩ ܷ ≠ ߮ for every 
ܷ ∈ ߜ ௌܱܲ(ܺ) containing x and is denoted by ߜ ௌܲ-Cl(A). 
 
4. δPS-Continuous Functions 
Definition 4.1.A function f:X→Y is called δPS- continuous at a point x ∈	X if for each x ∈ X and each open set V of Y 
containing f (x), there exists a δPS-open set U of X containing x such that f (U) ⊆ V. If f is δPS-continuous at every 
point of X, then it is called δPS-continuous. 
 
Lemma 4.2. Every complete continuous function is δPS-continuous. 
Proof. Let f: X → Y be a complete continuous function. Let x ∈ X	 and V be an open set containing 	f(x). Then fିଵ(V) is 
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regular open in X, since f is complete continuous. Choosing U = fିଵ(V) will give f(U) ⊆ V	 and x ∈ f(U). 
Moreover fିଵ(V) is δPୗ-open from Proposition 3.5. 
Hence f is δPୗ-continuous at x. Since x is arbitrary, f is a is δPୗ-continuous function. 
 
Proposition 4.3. Every super continuous function is δPୗ-continuous function. 
Proof. The proof follows as in the above proposition and from the Proposition 3.7. 
 
Proposition 4.4. Every Pୗ-continuous function is δPୗ-continuous function. 
Proof. The proof follows as in the above proposition and from the Proposition 3.6 
 
Proposition 4.5. Every δPୗ-continuous function is δ −precontinuous function. 
Proof. The proof follows as in the Proposition 4.2 and from the Definition 3.21. 
 
Note 4.6. From the above results we obtain the following implication diagram. 

Complete continuous 
 

 
super continuous         PS-continuous                   δPs-continuous 

 
 
continuous 

 
         α-continuous             Pre-continuous                 δ-pre-continuous 

 
Diagram 4.1 

 
Proposition 4.7. For a function f:X→Y, the following statements areequivalent: 
1. f isδPୗ-continuous. 
2. f−1(V) is δPୗ-open set in X, for each open set V inY. 
3. f−1(F) is δPୗ-closed set in X, for each closed set F inY. 
4. f (δPୗClA) ⊆ Clf (A), for each A ⊆X. 
5. δPୗClf −1(B) ⊆ f −1(ClB), for each B ⊆Y. 
6. f−1(IntB) ⊆ δPୗIntf−1(B), for each B ⊆Y. 
7. Intf (A) ⊆ f (PSIntA), for each A ⊆X. 
Proof. (1) ⇒ (2) 
Let f: X → Y be δPୗ-continuous function. 
To Prove. fିଵ(V) is δPୗopen in X	∀ open set V in Y 
Let V be open in Y. Let x ∈ fିଵ(V). Then f(x) ∈ V 
By definition 4.1, ∃δPୗ-open set U of X containing x ∋ f(U) ⊆ V		 ⇒ x ∈ U ⊆ fିଵ(V). 
By definition 3.21x is an δPୗint point of fିଵ(V). Since x is arbitrary, fିଵ(V) is δPୗ-open. 
     (2)  ⇒ (3) Obvious 
     (3)  ⇒  (4) 
  For A ⊆ X, Clf(A) is closed in Y. 

∴ 	Cl൫Clf(A)൯ = Cl(f(A)) 
Then by (3) fିଵ(δPୗClA) ⊆ Cl൫f(A)൯. 
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    (4) ⇒ (5) 
Let B ⊆ Y and fିଵ(B) = A ⇒ B 
Then by (4) f(δPୗCl൫fିଵ(B)൯ = f(δPୗClA) ⊆ Clf(A) 
= Clf(fିଵ(B)) ⊆ ClB 
∴ δPୗCl(fିଵ(B) ⊆ fିଵ(ClB) 
(5) ⇒ (6) 
 As lemma prove δPୗint	A = (δPୗCl	A)େ 
∴ From (5)  (δPୗCl(fିଵ(B))େ ⊇ (fିଵ(ClB))େ 
⇒ δPୗintB ⊇ fିଵ(Cl	B)େ = fିଵ(int	B) 
∴ fିଵ(int	B) ⊆ δPୗintB 
(6) ⇒ (7) 
Let A ⊆ X. Let B ⊆ Y	 such that A = fିଵ(B) 
⇒ f(A) ⊆ B 
⇒ Int	f(A) ⊆ Int(B) 
⇒ fିଵ൫Intf(A)൯ ⊆ fିଵ(Int	B) ⊆ δPୗIntfିଵ(B) = δPୗIntA 
∴ Int	fA) ⊆ f(δPୗInt	A) 
 
Proposition4.8. A function f:X→Y is δPS- continuous if and only if f is pre-continuous and for each x ∈ X and each 
open set V of Y containing f (x), there exists a semi-closed set F in X containing x such that f (F) ⊆ V. 
Proof. Letf: X → YbeδPS- continuous, since everyδPୗ-open set is δ-preopen, f is δ-precontinuous also. Let x ∈ X	and V 
be any set containing f(x). From the the definition of δPୗ-continuity, there exists a δPୗ-open set u	of	X containing 
x,such that f(U) ⊆ V.  From the definition of δPୗ-open set, for all x ∈ U, there exists a sclosed set F	of	X such that 
x ∈ F ⊆ U.    
∴ f(F) ⊆ f(U) ⊆ V 
⇔ Let the criteria be true. To prove f is δPୗ −continuous. From the criteria, f is δ-precontinuous which implies fିଵ(V) 
is δ-preopen set. 
Let x ∈ fିଵ(V) then f(x) ∈ Vand by hypothesis there exists a semi-close set F in X such that x ∈ F and f(F) ⊆ V	 ⇒ x	 ∈
F ⊆ fିଵ(V). 
∴ fିଵ(V)  is δPୗ-open ⇒ F is δPୗ-continuous. 
 
Proposition 4.9. If f:X→Y is a continuous and an open function and V is a δPS-open set of Y, then f−1(V) is a δPୗ-open 
set ofX. 
Proof. Let V be a δPୗ-open set of Y, then by Proposition 3.2, V is a δ-preopen set of Y and V = ∪Fα, where Fα is a 
semi- closed set of Y for each α. Then f−1(V) = f−1(∪Fα) = ∪f−1(Fα), where Fα is semi-closed set of Y for each α. Since f is 
a continuous and open function. Then by Proposition 2.25, f−1(V) is a preopen set of X and thereby fିଵ(V) is δ-
preopenand by Proposition 2.26, f−1(Fα) is a semi-closed set of X for each α. Hence by3.2, f−1(V) is a δPୗ-open set ofX. 
Corollary 4.10. If f:X→Y isa continuousandopenfunctionandFisaδPS-closedsetofY,thenf−1(F) is a δPS-closed set of X. 
 
Proposition 4.11. The following statements are equivalent for a function f:X→Y: 
1. f is perfectly continuous. 
2. f is super continuous and δ-contra continuous 
3. f is Pୗ-continuous andδ -contra-continuous. 
4. f is α-continuous andδ-contra-continuous. 
5. f is δPୗ-continuous and δ-contra continuous 
6. f is δ-pre-continuous and δ-contra-continuous.  
Proof. This is an immediate consequence of Corollary 3.11. 
 
Proposition 4.12. The following statements are equivalent for a function ݂:ܺ → ܻ, in a semi-regular space: 
1. f is complete continuous. 
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2. f is δPୗ-continuous andcontra-semicontinuous. 
3. f is δPୗcontinuous andcontra-semicontinuous. 
4. f is α-continuous and contra-semicontinuous. 
5. f is δPୗ-continuous and contra semicontinuous. 
6. f is precontinuous and contra-semicontinuous.  
Proof. This is an immediate consequence of Corollary 3.12. 
 
Proposition 4.13. The following statements are equivalent for a function ݂:ܺ → ܻ: 
݂ is complete continuous 
݂ is super continuous and ߜ-semicomplete continuous 
݂ is super continuous and contra- ߜ -semi ߠ complete continuous 
݂ is super continuous and contra -ߜ semicontinuous 
݂ is ߙ-continuous and contra-	ߜ-semicontinuous 
݂ is ߜ ௌܲ-continuous and contra -	ߜ-semicontinuous 
݂ is ܲߜ-continuous and contra -	ߜ-semicontinuous 
 precontinuous and contra-݁∗ continuous-ߙ is ܣ
Proof: This is an immediate consequence of Corollary 3.13. 
 
Proposition 4.14. If f:X→Y be θs-continuous and precontinuous, then f is δPୗ-continuous. 
Proof. Let f: X → Y be θୗ-continuous and precontinuous. Let V be an open set in Y. Since f is θୗ continuous and 
precontinuous function fିଵ(V) is θ-semiopen and preopen in X. This implies fିଵ(V)is θ-semiopen and δ-preopen. 
By Corollary 3.15, fିଵ(V) is δPୗO(X). Then by Proposition 4.5[2].f is δPୗ-continuous. 
 
Corollary 4.15. If a function f:(X,τ)	→(Y,σ) is almost θs-continuous and almost precontinuous, then f:(X,τ)	→(Y,σS) is 
δPୗ-continuous. 
Proof. Let ݂:ܺ → ܻ be almost ߠௌ-continuous and almost precontinuous function. Let ܸ be open in ܻ, then by 
definition almost ߠௌ-continuous and almost precontinuous function, ݂ିଵ(ܸ) is semiopen and preopen. From 
Corollary 2.20[3]. ݂ିଵ(ܸ) is ௌܲ-open which implies ݂ିଵ(ܸ) is δPୗ open[Since Each clopen set is δPS-open]. Hence by 
Proposition 4.5[2], ݂ is δPୗ-continuous. 
 
Corollary 4.16. Let X be a locally indiscrete space. Then the function f:(X,τ)	→(Y,σ) is almost continuous if and only if 
f:(X,τ)	→(Y,σS) is δPୗ-continuous. 
Proof. Follows from Proposition 3.9. 
 
Corollary 4.17. Let f:X→Y be a function and X is locally indiscrete space. Then f is δPୗ- continuous if and only if f is 
continuous. 
Proof. Follows from Proposition 3.9. 
 
Corollary 4.18. Let f:X→Y be a function and X is s-regular space. If f is continuous, then f is δPୗ- continuous. 
Proof. Follows from Proposition 3.10. 
 
Corollary 4.19. Let f:X→Y be a function and X is semi-T1 space. Then f is δPୗ-continuous if and only if f is δ-
precontinuous. 
Proof. Follows from Proposition 3.4. 
 
Proposition 4.20. Let X be an extremally disconnected space. If the function f:(X,τ)	→(Y,σ) is almost θs-continuous, 
then f:(X,τ)	→(Y,σS) is δPୗ-continuous. 
Proof. Let H ∈σS, then H is regular open set in(Y,σ). Since f:(X,σ)	→(Y,σ) is almost θs- continuous. Then f−1(H) is θ-
semi-open set in X. Since X is extremally disconnected space. Then by Proposition 3.16, f−1(H) is δPୗ-open set in X. 
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Therefore, by Proposition 4.5[2], f:(X,τ)	→(Y,σS) is δPୗ-continuous. 
 
Proposition 4.21. Let f : X →	Y be a function. Let B be any basis for τ in Y. Then f is δPୗ- continuous if and only if for 
eachܤ ∈ ℬ, ݂ିଵ(ܤ) is a δPୗ-open subset ofX. 
Proof. Necessity. Suppose that f is δPୗ- continuous. Then since each ܤ ∈ ℬis an open subset of Y and f 
is δPୗ-continuous. f−1(B) is a δPୗ-open subset of X by Proposition 4.5[2] 
Sufficiency. Let V be any open subset of Y. Then V = ∪{Bi : i ∈ I} where every Bi is a member of ℬfor a suitable index 
setܫ,it follows that f−1(V) = f−1(∪{Bi : i ∈ I}) =∪f−1({Bi: i ∈ I}). Since f−1(Bi) is a δPୗ-open subset of X for each i ∈ I, by 
hypothesis f−1(V) is the union of a family of δPୗ-open sets of X and hence isδPୗ-openset of X, by Proposition 3.3. 
Therefore, by Proposition4.5[2], f is δPୗ- continuous. 
 
Proposition 4.22. Let f:X→Y be δPୗ-continuous function. If A is either open or regular semi-open subset of X, then 
f|A:A→Y is δPୗ-continuous in the subspace A. 
Proof. Let V be any open set of Y. Since f is δPୗ- continuous, f−1(V) is δPୗ- open set in X, then by Proposition 4.5[2]. 
Since A is either open or regular semi-open subset of X. (f|A)−1(V) = f−1(V) ∩ A is a δPୗ-open subspace ofA by 
Proposition 3.19. This shows that f|A:A→Y is δPୗ-continuous. 
From Proposition4.22, we obtain the following corollary 
 
Corollary 4.23. Let f:X→Y be δPୗ-continuousfunction. If A is regular open subset of X, then f|A:A→Y is δPୗ-
continuous in the subspace A.  
Proof: If A is regular open then it is open. Hence from Proposition 4.21, the proof follows. 
 
Proposition 4.24. A function f:X→Y is δPୗ- continuous. If for each x ∈ X, there exists a regular open set A of X 
containing x such that f|A:A→Y is δPୗ-continuous. 
Proof. Let x ∈ X, then by hypothesis, there exists a regular open set A containing x such that f|A:A→Y is δPୗ-
continuous. Let V be any open set of Y containing f (x), there exists a δPS-open set U in A containing x such that 
(f|A)(U) ⊆ V. Since A is regular open set. By Proposition 3.17, U is δPୗ-open set in X and hence f (U) ⊆ V. This 
shows that f isδPୗ-continuous. 
 
Corollary 4.25. Let {Uα: α ∈ Δ} be a regular open cover of a topological space X. A function f:X→YisδPୗ-continuous if 
and only if f|Uα:Uα→Y is δPୗ-continuous for each α ∈ Δ.  
Proof. Let{ܷఈ/ߙ ∈ ∆} be a regular open cover of a topological space X. Let ܨ:ܺ → ܻ be a regular open cover of a 
topological space ܺ. Let ܨ:ܺ → ܻ be δPୗ-continuous. By Corollary 4.22݂/ܷఈ ∶ 	 ܷఈ → ܻ is δPୗ-continuous ∀		ߙ ∈ ∆. 
Conversely, let ݂/ܷఈ 	 ∶ ܷఈ → ܻ be δPୗ-continuous, ∀	ߙ ∈ ∆ 
Now, ∀	ݔ ∈ ܺ, there exists ܷఈ ∈ {ܷఈ/ߙ ∈ ∆} containing x, since {ܷఈ} is a cover for ܺ. Then by Proposition 4.23݂:ܺ →
ܻ is δPୗ-continuous. 
 
Proposition4.26. If ܺ = ܴ ∪ ܵ, where R and S are regular open sets and f:X→Y is a function such that both f|R and 
f|S are δPୗ-continuous, then f is δPୗ-continuous. 
Proof. Let V be any open set of Y. Then f−1(V) = (f|R)−1(V) ∪ (f|S)−1(V). Since f|R and f|S are δPୗ- continuous. Then by 
Proposition4.5[2], (f|R)−1(V) and (f|S)−1(V) are δPୗopen sets in R and S, respectively. Since R and S are regular open 
sets in X, then by Proposition 3.17, (f|R)−1(V) and (f|S)−1(V) are δPୗ-open sets in X. Since union of two δPୗ-open sets 
isδPୗ-open. Hence f−1(V) is δPୗ- open set in X. Therefore, by Proposition4.5[2], f is δPୗ-continuous. 
 
The following is the pasting lemma for઼܁۾-continuity. 
 
Proposition 4.27. Let X = R1∪ R2, where R1 and R2 are regular open sets in X. Let f:R1→Y and g:R2→Y be PS-
continuous. If f (x) = g (x) for each x ∈ R1∩ R2. Then h:R1∪ R2∈Y such that 
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ℎ(ݔ) = ൜݂
ݔ	݂݅	(ݔ) ∈ ܴଵ
ݔ	݂݅	(ݔ)݃ ∈ ܴଶ

 is δPୗ-continuous. 

Proof. Let O be an open set of Y. Now h−1(O) = f −1(O) ∪ g −1(O). Since f is δPୗ-continuous, then by Proposition4.5[2], f 
−1(O) is δPୗ-open set in R1. But R1 is regular open set in X. Then by Proposition 3.17, f −1(O) is δPୗ -open set in X. 
Similarly, g −1(O) is δPୗ -open set in R2 and hence, δPୗ -open set in X. Since union of two δPୗ -open sets is δPୗ-open. 
Therefore, h−1(O) = f −1(O) ∪ g −1(O) is a δPୗ -open set in X. Hence by Proposition 4.5[2], h is δPୗ -continuous. 
 
Proposition4.28. Let f:X→Y be  δPୗ-continuous surjection and A be either δ-open or regular semi- open subset of X. If 
f is an δ-open function, then the function ݃:ܣ → f(A), defined byg (x) = f (x) for each x ∈ A, is δPୗ-continuous. 
Proof. Putting H = f (A). Let x ∈ A and let V be any open set in H containing g (x). Since H is 
openinYandVisopeninH,thenVisopeninY. Since f is δPୗ-continuous, there exists a δPୗ- open set U in X containing x 
such that f (U) ⊆ V. Taking W = U ∩ A, since A is either δ-open or regular semi-open subset of X. Then by 
Proposition 3.20, W is a δPୗ-open set in A containingxand݃(ܹ) ⊆ ܸ ∩ ܪ = ுܸ.Then ݃(ܹ) ⊆ ுܸ. This shows that g is 
δPୗ-continuous. 
 
Proposition 4.29. Let f:X→Y be a δPୗ-continuous. If Y is an open subset of a topological space Z, then f:X→Z isδPୗ-
continuous. 
Proof. Let V be an open set in Z. Then V ∩ Y is open in Y. Since f is δPୗ-continuous, by Proposition 4.5[2], f−1(V ∩ Y) 
is δPୗ-open set in X. But f (x) ∈ Y for each x ∈ X, and thus f−1(V) = f−1(V ∩ Y) is a δPୗ-open subset of X. Therefore, by 
Proposition 4.5[2], f:X→Z is δPୗ-continuous. 
 
Example 4.31.  Let ܺ = ܻ = ܼ = {ܽ, ܾ, ܿ}, ߬ = ൛ܺ,߶, {ܽ}, {ܾ}, {ܽ, ܾ}ൟ,ߪ = ൛ܺ,߶, {ܽ, ܾ}ൟ		ܽ݊݀		ߟ = {ܺ,߶, {ܿ}}. Define 
݂: (ܺ, ߬) → :݃ and (ߪ,ܻ) (ߪ,ܻ) → (ܼ, ∘as identity functions. Then ݂ and ݃ are δPୗ-continuous functions but not g (ߟ ݂ 
is not δPୗ-continuous as ݂ିଵ(݃ିଵ{ܽ, ܾ}) = {ܽ, ܾ}is not δPୗ-closed in (ܺ, ߬). 
 
Proposition 4.32.Let݂:ܺ → ܻand݃:ܻ → ܼ be functions. Then the composition function ݃ ∘ ݂:ܺ → ܼ is δPୗ-continuous 
if f and g satisfy one of the following conditions: 
݂ is δPୗ-continuous and ݃ iscontinuous. 
݂ is continuous and open and ݃ is δPୗ- continuous. 
 
Proof. 1. Let ܹ be any open subset of ܼ. Since ݃ is continuous,݃ିଵ(ܹ)  is open subset of ܻ.Since ݂ isPS-continuous, 
then by Proposition4.5[2], (݃ ∘ ݂)−1(W) = f−1(g−1(W)) is PS-open subset in ܺ. Therefore, by Proposition 4.5[2], ݃ ∘ ݂ is 
δPୗ-continuous. 
2. Let W be any open subset of Z. Since g is δPୗ-continuous, by Proposition 4.5[2], g−1(W) is δPୗ- open subset of Y. 
Since f is continuous and open, then by Proposition 4.7, f−1(g−1(W)) = (݃ ∘ ݂)−1(W) is a δPୗ-open set in X. Hence by 
Proposition 4.5[2], ݃ ∘ ݂ is δPୗ-continuous. 
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In this paper, we proposed Interval valued fuzzy soft matrices and defined some operations on Interval 
valued fuzzy soft matrices. Finally we extend our approach in to develop the concept of k-regularity on 
Interval Valued Fuzzy Soft Matrix (IVFSM) as a generalization of regular Fuzzy Matrices and as an 
extension of k – regular fuzzy matrices. Also some basic properties of a k – regular IVFSM are derived. 
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INTRODUCTION 
 
The concept of soft sets was first formulated by Molodtsov [1999] as a completely new mathematical tool for solving 
problems dealing with uncertainties in [7]. Later on Maji et al [2] have studied the theory of fuzzy soft set. Majumdar 
et al[3] have further generalized the concept of fuzzy soft sets. Maji et al [4] extended soft sets to intuitionistic fuzzy 
soft sets. Yong et al introduced a matrix representation of a fuzzy soft set and applied it in certain decision making 
problems. In [5] Manash Jyoti Borah et al extended fuzzy soft matrix theory and its application. 
            
We deal with Interval Valued Fuzzy Soft Matrices (IVFSM) that is, matrices whose entries are intervals and all the 
intervals are subintervals of the interval [0,1]. Thomason introduced fuzzy matrices and discussed about the 
convergence of powers of a fuzzy matrix [11]. Recently the concept of k  regularity of an IVFM a generalization of 
regularity of fuzzy matrix was developed by Meenakshi and Poongodi [10]. In [8, 9], Poongodi have studied the 
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concept of k – regular interval valued fuzzy matrix as a generalization of a regular fuzzy matrix and discussed about 
various inverses and orderings on interval valued fuzzy matrices. A matrix A∈ ₣n,  the set of all nxn fuzzy matrices 
is said to be right(left) k- regular if there exists X (Y)  ∈ Fn ,  such that Ak X A = Ak (AYAk = Ak), X(Y) is called a right 
(left) k-g inverse of A, where k is a positive integer.  
         
In this paper, we proposed Interval valued fuzzy soft matrices and defined some operations on Interval valued fuzzy 
soft matrices. Finally we extend our approach in to develop the concept of k-regularity on Interval Valued Fuzzy Soft 
Matrix (IVFSM) as a generalization of regular Fuzzy Matrices and as an extension of k – regular fuzzy matrices. Also 
some basic properties of a k – regular IVFSM are derived. 
 
Preliminaries 
In this section, we present some basic notion of fuzzy soft set theory and fuzzy soft matrices. 
 
Definition 2.1 
Suppose that the initial universe set is denoted by U and the set of parameters by E, let P(U) denotes the power set of 
U. A pair(F,E) is called a soft set over U where F is a mapping given by  F: E→P(U).Clearly, a soft set is a mapping 
from parameters to P(U),and it is not a set, but a parameterized family of subsets  of the Universe. 
 
Example 2.2 
Suppose that U= {a1,a2,a3,a4} is a set of students and E={p1,p2,p3} is a set of parameters, which stand for result, conduct 
and sports performances respectively. Consider (F,E) = { {result = a1,a3,a4 } {conduct = a1,a2 } {sports performances = 
a2,a3,a4 }} We can represent a soft set in the form of Table1 
 
Definition 2.3 
Let the initial Universe set is U and the set of parameters be E. Let A � E . A pair (F, A) is called fuzzy soft set over 
U where F is a mapping given by F: A→IU, where IU denotes the collection of all fuzzy subsets of U. 
 
Example 2.4 
Consider the example 2.2, in soft set(F, E),if s1 is medium in studies, we cannot expressed with only the two numbers 
0 and 1,we can characterize it by a membership function instead of the crisp number 0 and 1,which associates with 
each element a real number in the interval [0,1]. Then fuzzy soft  set can describe as where A={ e1,e2} (F, A)={F(e1) = 
{(s1,0.9), (s2,0.3), (s3,0.8), (s4,0.9)}, F(e2) = {(s1,0.8), (s2,0.9), (s3,0.4), (s4,0.3)}} We can represent a fuzzy soft set in the form 
of table2 
 
Definition 2.5 
Let U be an initial universe, E be a set of parameters and A ⊆ E. Then a pair (ܨA, E) is called an interval-valued fuzzy 
soft set over P(U) where ܨA is a mapping given by     ܨA : A → P(U).  
An interval-valued fuzzy soft set is a parameterized family of interval-valued fuzzy subsets of U. An interval-valued 
fuzzy soft set is also a special case of a soft set because it is still a mapping from parameters to P(U). ∀e ∈ A, ܨA(e) is 
referred as an interval-valued fuzzy set of U. It can be written as: ܨA (e) = {(x, µி஺	

ି 	(x)) : x ∈ U} where µி஺	
ି 	(x) is the 

interval-valued fuzzy membership degree that object x holds on parameter e. If ∀e ∈ E, ∀x ∈ U, µி஺	
ି 	(x) = µி஺	

ା 	(x), 
then ܨA will degenerated to be a standard fuzzy set and then (ܨA, E) will be degenerated to be a traditional fuzzy soft 
set.  
 
Definition 2.6 
Let U = {c1, c2, c3,. . , cm} be the Universal set and E be the set of parameters given by E = {e1, e2, e3. . .. , en}. Let A ⊆E 
and (F, A) be a Interval Valued Fuzzy Soft set in the fuzzy soft class (U, E). Then Interval Valued fuzzy soft set (F, A) 
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in a matrix form as Am×n = [aij ]m×n or A = [aij ], i = 1, 2, . . . , m, j = 1, 2, . .. , n,  
Where aij =     ([µjL(ci ), µjU(ci )]      if ej∈A 
                       (0,1)                         if ej∉A  
µjL(ci ) represents the lower bound membership of ci in the Interval valued fuzzy set F(ej) and µjU(ci ) represents the 
upper bound membership of ci in the Interval valued fuzzy set F(ej). Also µjL(ci ) ≤ μjU(ci ) 
 
Example 2.7  
Suppose that there are four houses under consideration, namely the universes U= {h1,h2,h3,h4}, and the parameter set 
E={e1,e2,e3 } where ei stands for “beautiful”, ”large”, and “in green surroundings” respectively. Consider the mapping 
F from parameter set A ={e1,e2} ⊆ E to all interval valued  fuzzy subsets of power set U. Consider an interval valued  
fuzzy soft set (F,A) which describes the “attractiveness of houses” that is considering for purchase. Then interval 
valued  fuzzy soft set (F,A) is F(e1)={(h1, [0.4,0.7]), (h2, [0.6,0.9]), (h3,[0.4,0.9]), (h4, [0.5,0.6])}  
F(e2)={(h1, [0.1,0.8]), (h2,[0.3,0.7]), (h3,[0.5,0.7]), (h4,[0.4,0.6])}  
The interval valued fuzzy soft set in matrix form is represented as  
 
                    [0.4, 0.7]   [0.1, 0.8]  [0.0, 0.0]  
                    [0.6, 0.9]   [0.3, 0.7]  [0.0, 0.0] 
                    [0.4, 0.9]   [0.5, 0.7]  [0.0, 0.0]  
                    [0.5, 0.6]   [0.4, 0.6]  [0.0, 0.0] 
 
Definition 2.8 
If A = [aij] ∈ IVFSM mxn , B = [bij] ∈ IVFSM mxn , then the addition and subtraction of Interval Valued Fuzzy Soft 
Matrices(IVFSM) of A and B is defined as  
A + B = { max[μAL(aij), μBL(bij)] , max[μAU(aij), μBU(bij)] } ∀ i,j  
A – B = {min[μAL(aij), μBL(bij)] , min[μAU(aij), μBU(bij)] } ∀ i,j  
 
Definition 2.9 
 If A = [aij] ∈IVFSMmxn,   B = [bjk] ∈IVFSMnxp , then the product of inter valued fuzzy soft matrix relation of A and B is 
defined as  
A*B = [ cik]mxp ,  = {Max{Min[μAL(aij), μBL(bij))]}, Max{Min[μAU(aij), μBU(bij))]} 
 
Definition 2.10 
A matrix A  (IVFM)n   is said to be right  k – regular if there exist a matrix  X  (IVFM)n , such that Ak X A = Ak , for 
some positive integer k. X is called a right   k – g inverse of A. Let A r{1k}  = { X /  Ak X A = Ak }. 
 
Definition 2.11 
A matrix A  (IVFM)n   is said to be left  k – regular if there exist a matrix  Y  (IVFM)n , such that A Y Ak = Ak , for 
some positive integer k. Y is called a left  k – g inverse of A. Let A ℓ{1k}  = { Y /  A Y Ak = Ak }. 
 
Lemma 2.12 
For A = [AL, AU]  (IVFM)mn and B = [BL, BU]  (IVFM)np, the following hold. 
(i) AT = [ALT, AUT] 
(ii) AB = [ALBL, AUBU] 
 
Lemma 2.13 
For A, B  (IVFM)mn 
 (i) R(B) R(A)  B = XA for some X  (IVFM)m 
(ii) C(B) C(A)  B = AY for some Y  (IVFM)n 
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Theorem 2.14 
Let A = [AL, AU]  (IVFM)mn. 
Then A is regular IVFM  AL and AU  ₣mn are regular. 
 
Theorem 2.15 
Let A = [AL, AU] be an (IVFM)mn 
Then, (i) R (A) = [R(AL), R(AU)]  (IVFM)1n 

  (ii) C(A) = [C(AL), C(AU)]  (IVFM)1m 

 
k - Regular Interval Valued Fuzzy Soft Matrices 
In this section, we introduce the concept of k – regular IVFSM. Let Fn denotes the set of all fuzzy soft matrices. The 
row and column ranks of a k – regular IVFSM are determined.  
 
Definition 3.1 
 A matrix A  (IVFSM)n   is said to be right  k – regular if there exist a matrix  X  (IVFSM)n , such that Ak X A = Ak , 
for some positive integer k. X is called a right k – g inverse of A. Let A r{1k}  = { X /  Ak X A = Ak }. 
 
Definition 3.2 
A matrix A  (IVFSM)n   is said to be left  k – regular if there exist a matrix Y  (IVFSM)n , such that A Y Ak = Ak , for 
some positive integer k. Y is called a left  k – g inverse of A. Let A ℓ{1k}  = { Y /  A Y Ak = Ak }. 
In general, right k – regular IVFSM is different from left k – regular IVFSM. Hence a right k – g inverse need not be a 
left k – g inverse. This is illustrated in the following example. 
 
Example 3.3 

Let us consider 33)(
]0,0[]0,0[]5.0,1.0[

]5.0,3.0[]1,5.0[]0,0[
]0,0[]5.0,2.0[]0,0[

















 IVFSMA  

For this 


















]0,0[]5.0,1.0[]0,0[
]5.0,3.0[]1,5.0[]5.0,1.0[
]5.0,2.0[]5.0,2.0[]0,0[

, 2AA  

 


















]5.0,1.0[]5.0,1.0[]0,0[
]5.0,3.0[]1,5.0[]5.0,1.0[
]5.0,2.0[]5.0,2.0[]5.0,1.0[

3A  

 For 


















]0,0[]5.0,4.0[]0,0[
]0,0[]1,5.0[]5.0,2.0[

]5.0,3.0[]0,0[]5.0,4.0[
X  

A3 X A = A3 . Hence A is 3 – regular. For k = 3, A3 X A = A3  but A X A3 ≠ A3   
Hence X is a right 3 – g inverse but not a left 3 – g inverse. 
 
Remark 3.4 
In particular for k =1, Definitions (3.1) and (3.2) reduce to regular IVFSM, and in the case AL = AU, Definitions (3.1) 
and (3.2) reduce to right k – regular and   left  k – regular fuzzy soft matrix. 
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Theorem 3.5 
Let A = [AL, AU]  (IVFSM)n. Then A is right  k – regular  IVFSM   AL and AU ₣n  are right k – regular. 
Proof: 
Let A = [AL, AU]  (IVFSM)n. 

Since A is right k – regular IVFSM, there exists  X  (IVFSM)n , such that Ak X A = Ak 

Let X = [XL, XU] with XL, XU ₣n   
Then by Lemma (2.3) (ii), 
Ak X A = Ak   ⇒  [AL, AU] k [XL, XU] [AL, AU]  = [AL, AU] k 

⇒ [ALk, AUk]  [XL, XU] [AL, AU] = [ALk, AUk]  
⇒ [ALkXLAL,   AUk XUAU]   =   [ALk, AUk]  
⇒ ALkXLAL = ALk   and   AUk XUAU = AUk 

Therefore AL is right k – regular and AU is right k – regular  ₣n .  Thus A is right k – Regular IVFSM  AL and AU  ₣n  
are right k – regular. 
Conversely, Suppose AL and AU₣n  are right k – regular, then ALk XL AL = ALk  and  
AUk XU AU = AUk  for some XL and XU ₣n .  XL  (AL)r (1k}, XU  (AU)r (1k}. 
Since AL ≤ AU, it is possible to choose at least one V  (AL)r (1k} and  W  (AU)r (1k} such that   V ≤ W. 
Let us define the interval valued fuzzy matrix Z = [V, W]. Then by Lemma(2.12)(ii), 
                Ak Z A = [ALk, AUk] [V, W] [AL, AU]   
                            = [ALk VAL,  AUkW AU] 
                            = [ALk ,   A Uk]   
                            = Ak. 
Thus A is right k – regular IVFSM. Hence the theorem. 
 
Theorem 3.6 
Let A = [AL, AU]  (IVFSM)n. Then A is left  k – regular  IVFSM   AL and AU ₣n  are left k – regular. 
Proof: 
This can be proved along the same lines as that of Theorem (3.5). 
 
Lemma 3.7 
For A , B (IVFSM)n, and a positive integer k, the following hold. 
(i) If A is right k – regular and R(B)  R(AK) then, B = BXA for each right k – g inverse  X of A. 
(ii) If A is left  k – regular and C(B)  C(AK) then, B = AYB for each left  k – g inverse   Y of A. 
Proof: 
(i) Since R(B)  R(AK), by Lemma (2.13), there exists Z such that B = ZAK. Since A  is right  k – regular, by Definition 
(3.1), Ak X A = Ak  for some X Ar{1k} 
Hence B = ZAK =  ZAKXA = BXA. Thus (i) holds. 
(ii) Since C(B)  C(AK), by Lemma (2.13), there exists U such that B = AKU. Since A  is left   k – regular, by Definition 
(3.2), A Y Ak = Ak  for some Y Aℓ{1k} 
Hence B = AKU =  AYAkU = AYB. Thus (ii) holds. 
 
Theorem 3.8 
For A , B (IVFSM)n, with R(A) = R(B) and R(Ak) = R(Bk) then A is right k – regular IVFSM  B is right k – regular 
IVFSM. 
Proof: 
Let A be a right k – regular IVFSM satisfying R(Bk)  R(Ak) and R(A)  R(B). Since R(Bk)  R(Ak), by Lemma (3.7),  Bk 
= BkXA for each k – g inverse X of A. Since  R(A)  R(B), by Lemma (2.13), A = YB for some Y (IVFSM)n.  
Substituting for A in   Bk = BkXA, we get,  
Bk = BkXA = BkXYB = BkZB where XY = Z. 
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Hence B is a right k – regular IVFSM. 
Conversely, if B is a  right k – regular IVFSM satisfying R(Ak)  R(Bk) and R(B)  R(A), then A is right k – regular 
IVFSM can be proved in the same manner. Hence the theorem. 
 
Theorem 3.9 
For A , B (IVFSM)n, with C(A) = C(B) and C(Ak) = C(Bk) then A is left k – regular IVFSM  B is left k – regular 
IVFSM. 
Proof: 
This is similar to Theorem (3.8) and hence omitted. 
 
Theorem 3.10 
For A = [AL, AU] and B = [BL, BU]  (IVFSM)n, with R(A) = R(B) and R(Ak) = R(Bk) then the following are equivalent: 
(i) A is right k – regular IVFSM 
(ii) AL and AU are right k – regular fuzzy matrices 
(iii) B is right k – regular IVFSM 
(iv) BL and BU are right k – regular fuzzy matrices 
Proof: 
(i)  (ii) and (iii)  (iv) are precisely Theorem (3.5). 
(i)  (iii) This follows from Theorem (3.8). 

 
Theorem 3.11 
For A = [AL, AU] and B = [BL, BU]  (IVFSM)n, with C(A) = C(B) and    C(Ak) = C(Bk) then the following are equivalent: 
(i) A is left k – regular IVFSM 
(ii) AL and AU are left k – regular fuzzy soft matrices 
(iii) B is left k – regular IVFSM 
(iv) BL and BU are left k – regular fuzzy soft matrices 
Proof: 
(i)  (ii) and (iii)  (iv) are precisely Theorem (3.6). 
 (i)  (iii) This follows from Theorem (3.9). 

 
Theorem 3.12 
Let A = [AL, AU]  (IVFSM)n, and k be a positive integer, then the following  hold. 
(i) if X = [XL, XU]  A r{1k} then ρc(ALk) = ρc(ALk XL),  ρc(AUk) = ρc(AUk XU)   

          and ρr(ALk) ≤ ρr(XLAL) ≤ ρr(AL),  ρr(AUk) ≤ ρr(XUAU) ≤ ρr(AU) 
(ii) if X A r{1k} then ρc(Ak) = ρc(AkX) and ρr(Ak) ≤ ρr(XA) ≤ ρr(A) 
(iii) if X = [XL, XU]  A l{1k} then ρr(ALk) = ρr(XL ALk),  ρr(AUk) = ρr(XU AUk) 

           and ρc(ALk) ≤ ρc(ALXL) ≤ ρc(AL),  ρc(AUk) ≤ ρc(AUXU) ≤ ρc(AU) 
(iv) if X A l{1k} then ρr(Ak) = ρr(XAk) and ρc(Ak) ≤ ρc(AX) ≤ ρc(A) 
Proof: 
Let A = [AL, AU] 
(i) since X = [XL, XU]  A r{1k}, By Definition(3.1) and Lemma (2.12)(ii), 
ALk XLAL = ALk   and   AUk XUAU = AUk 
By Lemma (2.13), 
C(ALk ) = C(ALk XLAL)  C(ALk XL)  C(ALk )     --------------(3.1) 
and   C(AUk ) = C(AUk XUAU)  C(AUk XU)  C(AUk )  --------------(3.2) 

⇒ ρc(ALk) = ρc(ALk XL) and  ρc(AUk) = ρc(AUk XU)   
Since ALk XLAL = ALk   and   AUk XUAU = AUk  we have, 
ALk   = ALk XLAL = ALk (XLAL)2 = ……… =  ALk (XLAL)k 
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AUk   = AUk XUAU = AUk (XUAU)2 = ………… =  AUk (XUAU)k 
Therefore,    ALk   = ALk (XLAL)k, Hence by Lemma (2.13), 
R(ALk ) = R(ALk (XLAL)k )  R((XLAL)k )  R(XLAL)  R(AL ) 
Therefore R(ALk )  R(XLAL)  R(AL )       -------------------------(3.3) 
ρr(ALk) ≤ ρr(XLAL) ≤ ρr(AL)   
Similarly, AUk   = AUk (XUAU)k, Hence by Lemma (2.13), 
R(AUk ) = R(AUk (XUAU)k )  R((XUAU)k )  R(XUAU)  R(AU) 
Therefore R(AUk )  R(XUAU)  R(AU)      -------------------------(3.4) 
ρr(AUk) ≤ ρr(XUAU) ≤ ρr(AU)  Thus (i) holds. 
since A = [AL, AU]  (IVFSM)n. From (3.1) and (3.2) 
C(Ak) = C( [ ALk, AUk ] )  
          = [ C( ALk), C( AUk  ) ]   [By Theorem (2.15)] 
          = [C( ALk XL), C( AUk  XU) ]   = C(AkX) 
        And ρc(Ak) = ρc(AkX) 
  Similarly From (3.3) and (3.4) 
      R(Ak) = R( [ ALk, AUk ] )  
                = [ R( ALk), R( AUk  ) ]   [By Theorem (2.15)] 
                 [R(XL AL), R( XU AU)]    
                 [R(AL),  R( AU)]  = R(A)  
     Therefore, R(Ak) R(XA)    R(A). 
 ρr(Ak) ≤ ρr(XA) ≤ ρr(A). Thus (ii) holds. 
Proof is similar to that of (i) and hence omitted. 
Proof is similar to that of (ii) and hence omitted. 
 
CONCLUSION 
 
In this paper, we proposed Interval valued fuzzy soft matrices and defined some operations on Interval valued fuzzy 
soft matrices. Finally we extend our approach in to develop the concept of k-regularity on Interval Valued Fuzzy Soft 
Matrix (IVFSM) as a generalization of regular Fuzzy Matrices and as an extension of k – regular fuzzy matrices. Also 
some basic properties of a k – regular IVFSM are derived. 
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Table 1 

U Result(p1) Conduct(p2) Sports(p3) 
a1 1 1 0 
a2 0 1 1 
a3 1 0 1 
a4 1 0 1 

 
Table 2 

U Result(e1) Conduct(e2) 
s1 0.9 0.8 
s2 0.3 0.9 
s3 0.8 0.4 
s4 0.9 0.3 
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The alloy C-276 alloy is a Ni – Mo - Cr based high temperature resistant super alloy which has excellent 
resistance to stress corrosion cracking, pitting and oxidizing atmospheres. Hastelloy is widely used in 
Chemical, Petrochemical, Oil and pump, Gas, Pharmaceutical, Nuclear Power, Solar Power, Pulp and 
paper production industries.  But, during traditional machining of this alloy for making components in 
different applications creates rapid work harden effect, high heat in machining which raises the weld of 
the work piece material to the cutting tool surface and later creates notching effect. From different 
nontraditional machining processes, the Electrical discharge machining (EDM) is the most versatile 
process and is apt for machining this kind of difficult to machine materials irrespective of its hardness 
and strength.  In the present work, EDM experiments were carried out on the Hastelloy C276 using 
copper electrode by varying process parameters like current, voltage, pulse on time and electrode 
diameter as per Taguchi’s L9 array. To evaluate the machine ability of the material during EDM, the 
surface roughness and material removal rate (MRR) were considered as the output responses. The results 
showed that, average surface roughness (Ra) value increased from 2.246 μm to 3.872 μm for the variation 
of selected four process parameter. Also, the MRR varied from 0.022 g/min to 0.131 g/min when increase 
in all four parameters. It is critical to set the process parameters that control the outputs in an optimized 
condition to obtain the maximum MRR and minimum surface roughness value. Hence, optimum process 
parameter combination was also identified to get high MRR and low Ra value during machining of the 
Hastelloy C-276.  
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INTRODUCTION 
 
Although there are several variations of the Hastelloy of nickel-based alloy, Hastelloy C-276 is the most widely used 
in different application. Hastelloy C276 is a Nickel (57 wt%)-chromium (15.5 wt%) -molybdenum (16 wt%) wrought 
alloy which is considered the most adaptable corrosion resistant alloy existing [1]. This alloy is resistant to the 
creation of grain boundary precipitates in the weld heat-affected zone, thus making it suitable for most chemical 
process applications in an as welded condition. Hastelloy C-276 also has outstanding resistance to pitting, stress-
corrosion cracking and corroding atmospheres up to 1035 °C and also has excellent resistance to a wide spread 
variation of chemical atmospheres [2]. EDM is a machining process in which desired profile is obtained by using 
electrical spark discharges. Material is removed from the work piece by a sequence of current liberations between 
work piece and tool electrode, disconnected by a dielectric fluid and subject to an applied voltage. When the voltage 
between the work piece and tool electrode is increased, the intensity of the electric field in the space between the 
electrodes becomes higher, causing dielectric breakdown of the liquid, and produces an electric spark and it can be 
controlled as per the shape of the tool electrode [3]. As a result, material is melted, vaporized and removed from the 
work piece. EDM process is used to machine different difficult to machine materials like super alloys and 
composites. Few research works have been started in EDM of Hastelloy C276.Maurya and Porwal found that pulse 
on time (Ton), pulse off time (Toff) and current are the key factors affecting the qualitative measures like surface 
finish, MRR and TWR during EDM of any materials [4].  
 
Rajesh Choudhary et al. [5] identified that current was the significant factor for surface finish followed by Ton time, 
tool electrode and Toff time during EDM of Hastelloy C-4. They found that the lowest roughness was found at 4A, 
100µs Ton time, 47µs Toff time by copper electrode. Baburaja et al. [6] tried to machine Hastelloy C276 using Wire 
EDM process by varying Ton, Toff, wire tension and wire feed speed and measured the surface roughness as the 
response variable. Wire EDM of Hastelloy C276 was tried to optimize the MRR and Kerf by varying current, voltage, 
Ton and Toff time [7]. They used Taguchi-Grey analysis for optimization and identified current and voltage were the 
most significant factors for both responses. From the literature, it was identified that the study on effect of EDM 
parameter on Hastelloy C276 is in preliminary stage and it can be further analyzed in detail to improve the 
machinability of this material. Hence, the aim of the present investigation is to examine the effect of EDM parameter 
along with electrode of different diameter on surface roughness and MRR on Haste alloy C276. Also, the present 
study suggests the optimum process parameter combination to improve the selected two machinability responses.   
 
MATERIALS AND METHODS 
 
Electrical Discharge Machining (EDM) was used do the drilling of Hastelloy C276 plate of ¼ inch (6.3 mm) thickness 
with size of work piece of size 30 x 30 mm and is shown in Fig. 1.a. The EDM machine (Make: Electronica Machine 
Tools Ltd and Model: ZNC) has table size of 500 X 350 mm with electric motor of 1.5 HP was used to drill the work 
piece and is shown in Fig. 1.b. The copper electrode of varying diameter 6, 8 and 10 mm was used for the drilling and 
depth of hole was maintained as 4 mm as common for all work pieces with varying current, voltage and pulse on 
time (Ton). The copper electrode is having more thermal and electrical conductivity and produces smooth finish on 
the steel work piece compared to other electrode materials [8] and hence it was chosen as tool electrode material in 
the present study. The Toff time was maintained as fixed value as 30 µs in all experiments and deionized water is 
used as dielectric fluid. The close view of copper electrode and work piece is shown in Fig. 1.c. The EDM parameters 
were selected as per the available literature for EDM of the selected work piece material and facility available in the 
machine and are listed in table 1. Taguchi’s L9 orthogonal array experimental design was used to carry out the 
experiments since it reduces the total number of experiments for the 3 levels4 factors experiments with 81 full 
factorial experiments. The experimental runs and the results are listed in table 2. Fig. 1.d shows the nine work pieces 
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after EDM process. To examine the machinability responses of the HastelloyC276, average surface roughness (Ra) 
value and MRR were selected as the machinability responses. Ra values were measured using Mitutoyo Surftest 
SJ210 model having stylus diameter of 5 μm using cut off length c = 0.8 mm and number of samples n = 5. Average 
roughness value was measured on the circumference of the inner side of the hole at three different orientations and 
average of these 3 readings were reported in the result. MRR of the machined material was calculated by using the 
following formula and the results are given in the table 2. Fig. 2 shows the arrangement for measurement of surface 
roughness. 
 
Material Removal Rate (MRR) = (Final Weight - Initial Weight) / Time taken during machining 
           MRR   = Weight loss / Time (gram/min) 
 
RESULTS AND DISCUSSION 
 
Effect of EDM parameters on MRR 
 
Minitab 17 software was used to plot the main effect plots using the experimental results to analyze the effect of 
EDM parameter on MRR and Surface roughness and are shown in Fig. 3 and 4. From the graph shown in Fig. 3.a, it 
was inferred that, the MRR increases with the increase in peak current. This is because of the increase of the energy 
per pulse causing temperature rises suddenly that leads to fast melting of work piece material at sparking zones. The 
increase in voltage decreased the MRR initially, due to decrease in gap current and after that MRR was increased 
with increase in gap between electrode and work piece which enhanced the easy removal of machined debris (Fig. 
3.b). From Fig. 3. c, the increase in Ton time, increased the MRR due to the increase in discharge energy and spark 
intensity, as the electrode has more time to remove the material [9]. Increase in electrode diameter initially increased 
the MRR because larger electrode diameter increases the electrode area, which increases the spark energy and 
intensity. Further increase in electrode diameter decreased the MRR due to the difficulty in removal of melted debris 
from the gap between electrode and work piece (Fig. 3.d).  
 
Effect of EDM Parameters on Surface Roughness 
 
From Fig. 4.a, the increase in current increased the powerful sparks with high energy density discharge with increase 
in size and depth of crater on the work surface which in turn increased the surface roughness of the material [10].As 
power (Current with Ton time and Voltage) of the EDM electric pulses increased, sparks become more energetic, 
origins more melting and affects the surface over a longer duration, leading to non-uniform erosion and deeper 
craters which amplified the value of Ra (Fig. 4.b and 4. c). From Fig. 4.d, the surface roughness decreased as increase 
in electrode diameter at the beginning. Since small-diameter tool electrode produces a relatively large discharge gap 
which loses more energy to the dielectric and allows less energy to be transferred to the work piece which forms 
shallow craters with less roughness value. After that, if the diameter of the electrode increases, the flushing efficiency 
of dielectric fluid is reduced since the gap between work piece and electrode get decreases thus increased the surface 
roughness.  
 
Optimization of Process Parameters to Improve MRR and Surface Roughness 
 
From the main effect plot shown in Fig.5, optimum process parameter combination for getting maximum MRR was 
identified for the levels of Current (Level 3), Voltage (Level 3), Ton (Level 2) and Electrode diameter (Level 2). For 
getting smooth surface on the inner surface of machined hole, the optimum EDM parameter condition was identified 
from the Fig. 6 as Current (L2), Voltage (L1), Ton (L2) and Electrode diameter (L2). 

 

Jayakumar et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30507 
 

   
 
 

CONCLUSIONS 
 
In this experimental study, the effect of EDM process parameter with varying electrode diameter on variation of 
surface roughness and MRR on nickel-based super alloy-Hastelloy C276 plate was analyzed and the following major 
inferences were drawn. 
a) For getting high MRR, high current and voltage with medium Ton time and electrode diameter combinations were 
suggested. The electrode with 8 mm diameter gave optimum responses for both surface finish and MRR. 
b) The Surface roughness value is low for medium current, Ton time and Electrode diameter with low voltage.  
c) From the analysis of variance and slope of the graphs from Fig. 5 and 6, it was found that Ton time and electrode 
diameter have more significant effect on MRR. Same way, current and voltage were identified as the most significant 
factors which affect the surface roughness.  
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Table 1. Process parameters and levels 
 
Factors and Levels Level 1 Level 2 Level 3 
Current (A) 15 20 25 
Voltage (V) 50 65 80 
Ton (µs) 20 30 40 
Electrode diameter (mm) 6 8 10 
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Table 2. Experimental run and results  
Sl 
No 

Current (A)-I Voltage 
(V) 

Ton (µs) Electrode Dia. 
(mm) 

MRR (g/min) Surface roughness (µm)-
Ra 

1 15 50 20 6 0.022 2.758 
2 15 65 30 8 0.065 2.246 
3 15 80 40 10 0.061 3.455 
4 20 50 40 10 0.094 2.422 
5 20 65 20 6 0.066 2.348 
6 20 80 30 8 0.100 2.677 
7 25 50 30 8 0.131 2.715 
8 25 65 40 10 0.048 3.872 
9 25 80 20 6 0.105 3.648 
 
 
 

 

 

 
 

 

 

 

Fig. 1. Experimental setup (a) Hastelloy C276 workpiece-before EDM (size = 30 x 30 x 6.25 mm),  (b) EDM-
machine ultized (c) Close view of workpiece and tool electrdoe (d) Workpieces after EDM. 
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Fig. 2. Arrangement for surface roughness measurement 

 

  

  
Fig. 3. Response Graphs (a) I Vs MRR (b) V Vs MRR (c) Ton Vs MRR (d) Electrode. dia. Vs MRR 
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Fig. 4. Response graphs: (a) I Vs Ra (b) V Vs Ra (c) Ton Vs Ra (d) Electrode dia. Vs Ra 
 

 
Fig. 5. Main effect plot for MRR 
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Fig. 6. Main effect plot for surface roughness 
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Prior to the use of design codes for structures masonry infill which had been used as load bearing 
structures are now used as partition walls in buildings.  Though the masonry infill does not take part in 
the load transfer mechanism, it plays a major role in affecting the behaviour of frame when subjected to 
seismic loading.  The main parameters influencing such behaviour are the relative strength and relative 
stiffness of infill and frame.  This paper aims in understanding the various failure phases in RC infilled 
frame specimens with different relative strength and relative stiffness when subjected to monotonic 
loading, through numerical simulation.  The software adopted for the simulation of specimens is 
ABAQUS.  Sensitivity analysis is done in order to bring out the appropriate mesh size for more accuracy 
in simulation results.  The validation of the numerical specimens is done by comparing with the 
numerical and experimental results that have been published.  Performance and failure of the infilled 
frames is expressed in terms of drift percentage. Predominant flexural failure is observed in specimen 
with relative stiffness of 2.44 and relative strength of 0.34 whereas shear failure is initiated in specimens 
with relative stiffness of 3.59 and relative strength of 2.47.  
 
Keywords: Relative Strength, Relative Stiffness, Strong masonry infill, One Bay, ABAQUS 
  
INTRODUCTION 
 
The construction of RC frames in contact with the masonry infills have a beneficial effect of increasing the in-plane 
stiffness which helps in limiting the drift of the structure.  On the contrary, many experimental results show that 
shear failure was dominant in masonry infilled RC frames with ductile design.  This observation has led to study the 
interaction of infill on RC frames experimentally and numerically.  Mehrabi et. al. [11] conducted an experimental 
study on the influence of parameters such as strength of infill and frame, number of bays, aspect ratio, and the 
loading type on the masonry infilled frame’s performance.  The conclusion from the experimental observation was 
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that brittle shear failure was dominant in strong frame with strong infill and weak frame with strong infill.  The 
failure patterns were classified into five major types. 
 
Experiments were conducted on varying percentage of reinforcement by Murthy and Jain [14].  A total of 12 
specimens reduced to a scale of 1:2.7 were tested.  All the specimens were single bay single storey with varying sizes 
of bricks.  The specimens were subjected to cyclic loading.  It was concluded the presence of infill increased the 
stiffness and strength thereby improving the energy dissipation capacity.  Experimental and numerical studies were 
carried out by Al-Chaar et. al. [1] on infilled RC specimens.  All specimens were half-scaled.  The parameters varied 
for the study were type of masonry and the number of bays.  The initial stiffness was found to be increased by the 
infill’s presence and the failure pattern was found to be influence by number of bays.  Experimental observations of 
Colangelo [5], Kakaletsis and Karayannis [10], Zovkic et. al. [21] also concluded that infill plays a major role in 
increasing the stiffness and determining the failure pattern of the frame irrespective of the openings, type of frame, 
openings and infill’s strength.  The seismic behaviour of RC framed building with infill which was affected due to 
L’Aquila earthquake was investigated by Michele et. al. [13].  It was observed that the behaviour of buildings in 
terms of stiffness, strength and global ductility were greatly influenced by the presence of infill. 
 
Stavridis [18], Tempestti and Stavridis [20] did numerical studies on the behaviour of infilled RC frames by varying 
several parameters.  It was concluded that the behavior and failure patterns were majorly influenced by relative 
stiffness and relative strength of frame to infill.  Simple classification and prediction methods were proposed to 
identify the failure mechanisms in infilled RC frames. Micro, meso and macro modelling are the types of modelling 
approaches used to capture and predict the non-linear behaviour of a material or structure.  Tarque et. al. [19] 
reviewed the above modelling techniques and concluded that though macro modelling techniques consume less time 
and are cost effective, they might not be able to effectively capture the frame-infill interaction when compared to 
micro modelling techniques.  Hakan et. al. [8] investigated numerically the effect of infill walls on RC residential 
buildings when subjected to seismic loading, considering the Turkish Earthquake Code (TEC).  The analysis results 
displayed the beneficial effects of infill in rigidity, roof displacement and the seismic performance of the building. 
 
Finite element modelling technique that can be used as an alternative to experimental tests under seismic loading 
was introduced by Hossameldeen and Xavier [9].  The analysis included cylic loading on various infill configuration 
of RC infilled frames.  Comparison between numerical and experimental results revealed that non-linear behavior 
was captured with accurate prediction of strength, stiffness and failure patterns.  Allouzi and Irfanoglu [3] studied 
numerically, the infilled specimens using ABAQUS software.  All specimens were single bay-single storey with 
infilled masonry.  Parameters mainly used for the identification of failure mode of specimens were relative strength 
and relative stiffness.  The shear and flexural failure patterns have been identified using a new hysteretic model. 
Earlier studies reveal that parameters such as strength of infill, number of bays affect the  behavior and failure 
pattern in infilled RC frames.  An attempt has been made to understand and classify the behavior and failure 
patterns of RC infilled frame by considering the relative strength and relative stiffness parameters in relation with 
the global drift.  Ductile frame having relative stiffness of 2.44 and relative strength of 0.34 and non-ductile frame 
with relative stiffness of 3.59 and relative strength of 2.47subjected to monotonic loading are considered in the study.  
Strong masonry infill is considered in all the specimens.  ABAQUS software was used for numerical simulation. 
 
Details of the Specimens  
The frame for analysis is adapted from a six storey, three bay, reinforced concrete moment-resisting frame with 
height to length ratio of 1:1.5. Ground storey middle bay frame, as shown in Fig.1 is taken for analysis. The frame 
specimen was half scaled with dimension 60.5in x 90in.  The frames were adopted from Mehrabi et. al. [11] which 
were designed based on ACI 318-89.  Two types of frames considered for the study were, ductile frame (DF) – 
seismic load design and the non-ductile frame (NDF) – gravity load design.  The DF differed from the NDF in the 
spacing of stirrups in columns and beams, where the stirrups were placed closely at the ends of members in DF and 
the stirrups were spaced equally throughout the members in NDF.  The compressive strength of concrete was 4.5 ksi.   
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Yield stress of main bars and stirrups was 60 ksi and 53 ksi respectively.  A spacing of 1.5 inch was provided for the 
stirrups towards the beam column joints and the ends in the DF specimen.  Concrete masonry unit (CMU)  with 
dimensions 3.625 in x 3.625 in x 7.625 in (100 mm x 100 mm x 200 mm) was selected as infill for the frame.  The 
compressive strength of CMU was 2.4 ksi (16.5 MPa) and was categorised as strong infill.  The mortar used in the 
masonry had an average compressive strength of 2.15 ksi (13.5 MPa).  Fig.2 shows the dimensions and detailing of 
non-dctile bare frame specimen. The specimens considered for this study are non-ductile bare frame (NDBF-1), 
ductile bare frame (DBF-1), non-ductile frame infilled with strong masonry (NDFSM–1) and ductile frame infilled 
with strong masonry (DFSM-1). All specimens considered are of single bay and single storey.  The dimensions, 
aspect ratio and the reinforcement details of the specimen are given in Table 1. 
 
Finite Element Modelling 
The finite element analysis software, ABAQUS 6.14 was used for simulation of the specimens.  The material model of 
various materials used, the interface between the surfaces, boundary conditions and meshing that are required for 
accurate prediction of the behaviour is described in the following sections. 
 
Material Model 
The linear (elastic) and non-linear (plastic) properties of concrete and masonry are the main requirements to capture 
the cracking, crushing and the failure patterns in the specimen.  Young’s modulus, density and Poison’s ratio are the 
main parameters for defining the elastic properties.  The elastic properties of concrete, masonry and reinforcing steel 
used in the specimens are shown in Table 2.  Various models such as concrete smeared craking, Drucker Prager and 
concrete damage plasticity are available in ABAQUS library through which non-linear simulation can be done 
effectively.  The CDP model has been used by many researches in recent time and is found to effectively capture the 
failure patterns in reinforced concrete specimens.  Material characterization in CDP is defined by plasticity, tensile 
and compressive behaviour of the material.  The stress and strain values obtained from the curves and the 
corresponding damage values in tension and compression are used to define the tensile and compression behaviour.  
The parametric values such as K, fb0/fc0, dilation angle and eccentricity obtained from Nasiri and Liu [15] are used 
to define the plasiticity of a material.  The values are tabulated in Table 3.     
 
Interface 
Interface in this study represents the surface area of contact between the masonry.  Failure patterns can be well 
defined well when the masonry is modelled with mortar enclosing it.  The interaction property assigned to the 
interface was ‘Surface to Surface’ provide by ABAQUS.  The surface between the frame and the brick were assigned 
the same property of interaction.  The interaction property was based on cohesive, tangential and damage behaviour 
of the bricks.  In tangential behaviour the co-efficient of friction was given as 0.87.  The cohesive behavior was 
defined by interaction separation of nodes on the onset of failure.  Damage parameters were obtained from Al Louzi, 
2015 providing the traction behaviour.  The constraint property ‘embedded region’ was assigned for the 
reinforcement to be constrained with the frame.  The interface details are given in Fig. 3.  The assignment of master 
and slave surfaces in the interface is shown in Fig. 4. 
 
Meshing  
Many types of meshing elements are available in ABAQUS library. For concrete and mortar material 3D hexahedral 
stress element was adopted.  For reinforcement in the specimen, truss element (T3D2H) was adopted.  The mesh size 
adopted based on sensitivity analysis was 2.5.  The average computational time required for the completion of 
analysis of bare frame and infilled frames were 12 hours and 36 hours respectively.   
 
Boundary Conditions and Loading 
All specimens had a foundation of size 18 in x 18 in x 122 in which was assigned to act as a fixed support (Encastre).  
The load was displacement controlled type.  The surface on the left side of the beam projection was exerted with a 

Jonathan T Mark and Yamini Sreevalli 

 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30515 
 

   
 
 

displacement of 2 inch (3.33%).  The yield in the longitudinal reinforcement and stirrups was attained before the 
maximum displacement of the specimen.  The yield of either longitudinal bars or the stirrups defined the failure of 
the specimen.  The failure was defined as shear when the stirrups yielded and the failure was defined as flexure 
when the longitudinal bar yielded. 
 
Mesh Sensitivity Analysis 
Mesh sensitivity analysis was carried out in order to select suitable mesh size which can simulate the behaviour of the 
bare and infilled frame with minimum deviation from the actual behaviour. The simulated results were validated 
with the results of Mehrabi’s [11] specimens 1 & 2.  The results of the mesh sensitivity analysis are shown in table 4 & 
5. It can be seen from the above table that specimens with mesh size 2.5 and 1.5 have less error when compared to the 
specimens with mesh size 2 and 1.  As the mesh size increased from 1 to 2.5 computational time decreased.  Hence a 
mesh size of 2.5 was adopted for the numerical analysis. Similarly mesh sensitivity analysis has also been carried 
out for one bay infilled non ductile frame.  The various mesh size adopted for the sensitivity analysis were 2.5,2 
and 1.5.  The results of the analysis can be found in table 5.  From the table it can be observed that the specimen 
with mesh size 2 performs better than the other specimens as compared with the experimental results.  But due 
to the limitations in computational time mesh size 2.5 has been considered for further analysis. 
 
Relative Stiffness 
Relative stiffness can be stated as the ratio of stiffness of infill to the stiffness of the frame.  In this study the relative 
stiffness relation given by Smith [17] is taken as one of the main parameters which defies the failure pattern of the 
specimen.  
 

ℎߣ = ටாೢ௧ೢ௦௜௡(ଶఏ)
ସா೎ூ೎௛ೢ

ర ℎ                                                                                        (1) 

 
Where, 
Ew - Elastic Modulus of the wall panel 
tw - Thickness of the wall panel 
hw - Height of the wall panel 
Ec - Elastic modulus of the column  
Ic - Moment of inertia of the column 
h - height of the frame 
θ – angle between the diagonal of the frame and the horizontal 
The relative stiffness for non-ductile frame was 3.6 and for ductile frame was 2.44. 
 
Relative Strength of the Specimen 
Relative strength is defined as the ratio of peak strength developed due to the lateral resistance of the wall to the 
shear strength provided by the two columns Al Louzi, [2].  Relative strength is given as, 
ℎݐ݃݊݁ݎݐܵ݁ݒ݅ݐ݈ܴܽ݁ = ௏೛೐ೌೖ

௏ೞ೓
                                                                                   (2) 

 
Where, 

௣ܸ௘௔௞ = ௪ܣܥ +  ଴ܰ௪ߤ
௦ܸ௛ = 2( ௦ܸ + ௖ܸ) 

C is the shear strength with zero normal stress; Aw is the area of the wall, μ0 is the coefficient of friction of masonry, 
Nw is the vertical load applied on the wall, Vs is the shear capacity provided by the stirrups and Vc is the shear 
capacity provided by the concrete.  
The relative strength of the ductile and non-ductile frames is calculated to be 0.34 and 2.47 respectively. 
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NUMERICAL RESULTS AND DISCUSSIONS 
 
General Observations 
The axial stress in reinforcement and tensile damage of RC ductile and non-ductile bare frames, subjected to lateral 
loading from the simulation are represented in Fig. 5 and Fig.6. The increase in tensile damage with cracking strain 
can be used to relate the failure patterns at each element and node of the specimen.  The degree of damage can be 
observed from the figures. It can be observed from Fig.5 and Fig. 6 that major cracks prevail in both the specimens.  
In NDBF-1 specimen the column stirrups have yielded and the longitudinal reinforcement has reached the yield 
stress. Whereas in DBF-1, the longitudinal reinforcement alone has yielded. The diagonal strut formation in the 
masonry can be observed from Fig. 7 and Fig.8.  The damage in beam and columns can also be observed.  Though the 
failure pattern in frame of both the specimens is observed to be similar the yield of stirrups occurred at different 
phases.  From the axial results the stirrup yield in specimens can be observed to occur at the bottom of left column. In 
all the specimens the beam column joints had flexural cracks but did not form any hinges rather hinges were formed 
in the columns of ductile frames.  
 
Load Drift Curves 
Fig. 9 represents the load vs displacement curves for the all the specimens considered in this study. The figure above 
depicts clearly that the increase in stiffness was contributed in major by the infill as the load attained for any 
particular drift is higher in case of infilled frames when compared to bare frames.  An increase in load carrying 
capacity of 57.7% and 14.5% was observed in infilled non-ductile and ductile specimens respectively when compared 
to the corresponding bare frames. 
  
Structural Performance- Damage State 
 
Performance limits are given for structural elements by various standards in terms of the drift percentage.  The three 
main performance level are Immediate Occupancy (IO), Life Safety (LS) and Collapse Prevention (CP).  The drift 
percentage suggested by FEMA-273 [6] for the performance levels of unreinforced masonry walls are 0.1%, 0.5% and 
0.6% respectively.  The drift percentage for concrete frames are 1%, 2% and 4% respectively.  Many researchers like 
Mehrabi and Shing [12], Calvi and Bolognini [4] and Hak et. al. [7] have given limit states for infilled RC frames 
based on various parameters like failure pattern and damage states. In this study, damage in infill RC specimens are 
classified under seven stages.  The stages involve the damage in concrete, masonry and reinforcement and the 
maximum load attained by the specimens.  The details of the seven stages are explained in Table 6. From the results 
it can be observed that the longitudinal reinforcement in NDBF-1 yielded at a drift of 1.2% (24.69 kips) with the 
stirrups yielding at 1.8% (27.61 kips).  In DBF-1 the yielding of longitudinal bars occured at a drift of 1.09% (28.09 
kips) without any yield of stirrups.  The maximum load attained by the NDBF-1 and DBF-1 were 28.4 kips and 31.73 
kips respectively.   

 
The first crack in NDFSM-1 was observed at the left column-foundation joint, affecting the brick adjacent to it with a 
slight damage.  In beam crack was observed near the top right at 0.31% drift, at which the masonry also had the 
initial crack at the surface of interaction of masonry and column towards the left side.  The major diagonal crack 
occured at a drift of 0.64% and the spalling of CMU was observed at a drift of 0.9%.  The yield of stirrups was at 0.8% 
drift (44.35 kips) where as the yield of longitudinal reinforcement was at 1.1% drift (43.53 kips).  It can be seen that 
the yielding of stirrups occurred earlier than the yielding of longitudinal bars indicating that the specimen had failed 
by shear.    A maximum load of 44.35 kips was attained by the specimen. In DFSM-1 the yield of longitudinal bars 
occured at 1.2% (44.92%) drift as similar to NDFMS-1, but the stirrups yielded at 1.5% drift (49.4 kips).  The ductility 
provided in DFSM-1 can be sited as the reason for variation in behaviour in the yielding of longitudinal bars and the 
stirrups.  A maximum load of 52.27 kips was attained by the specimen. 
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CONCLUSIONS 
 
In this study, two single bay specimens were studied numerically.  Masonry infilled ductile frame had a relative 
stiffness of 2.44 and relative strength of 0.34.  The masonry infilled non-ductile frame had a relative stiffness of 3.6 
and a relative strength of 2.47.  The results can be summarised as follows: 
1) Predominant flexural failure was observed in ductile bare frame where as shear failure was observed in non-
ductile bare frame. 
2) The specimen with relative stiffness and relative strength of 0.34 and 2.44 had a predominant flexural failure. The 
specimen with relative stiffness and relative strength of 3.6 and 2.47 failed by shear. 
3)  The initial stiffness of the frame is influenced by the presence of infill and is independent of the ductility 
conditions. 
4) Various stages of failure have been proposed along with the load attained and the corresponding drift percentage.. 
5) The yielding of longitudinal reinforcement occurred prior to the yielding of stirrups in DFSM-1 specimen where as 
in NDFSM-1 specimen the shear stirrups yielded prior to the longitudinal reinforcement. 
6) In comparison with the bare frame, the peak load was 57.7% and 14.5% more for non-ductile and ductile 
specimens respectively. 
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Table 1 Specimen Details  

S.No. Specimen ID 
Panel Dimension  
(c/c distance)  
(h x l) (in) 

Aspect 
Ratio 

Member Details Reinfor
cement 
(%) 

Shear reinforcement Column 
(in) 

Beam 
(in) 

01 NDBF -1 60.5 x 90  0.67 7 x 7 7 x 9 3.2 #2 @ 3’ c/c 

02 DBF - 1 60.5 x 90  0.67 8x 8 8x 9 3.2 #2 @ 3’ c/c and #3 @ 1.5’ at the 
ends of beam and columns 

03 NDFSM– 1 60.5 x 90 0.67 7 x 7 7 x 9 3.2 #2 @ 3’ c/c 

04 DFSM - 1 60.5 x 90 0.67 8 x 8 8x 9 3.2 #2 @ 3’ c/c and #3 @ 1.5’ at the 
ends of beam and columns 

 
Table 2 Elastic Properties  
Material Density (kip/in3) Modulus of Elasticity (ksi) Poisson Ratio 
Concrete 2.23 E-06 3180 0.2 
Steel 7.2636 E-06 29000 0.3 
Masonry 2.15547 E-06 1965 0.2 
 
Table3 Model parameters for CDP 
Dilation Angle Eccentricity fb0/fc0 K Viscosity Parameter 
18 0.1 1.16 0.667 0.001 
 
Table 4 Mesh Sensitivity Analysis of Bare Frame 

Mesh 
Size 
(in) 

No. of 
Elements 

Maximum Load (kips) 
Error (%) 

Computational 
time (hours) 

Initial 
Stiffness, ki 
(kips/in) 

Experimental 
(Mehrabi) 

Numerical 
(Mehrabi) 

Numerical  

2.5 9,422 

23.88 27.5 

26.91 -2 4 67.66 
2 13,474 32.2 17 6 35 

1.5 21386 26.8 -2 11 56.02 

1 50243 20.96 -23 103 54.8 
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Table 5 Mesh Sensitivity Analysis of Infilled frame 

Mesh 
Size (in) 

No. of 
Elements 

Maximum Load (kips) 
Error (%) Computational 

time (hours) 

Secant 
Stiffness, ks 
(kips/in) 

Experimental 
(Mehrabi) 

Numerical 
(NDF) 

2.5 29,655 
33.85 

37.61 11 48 117.33 
2 33,974 35.93 6.1 168 91.43 
1.5 60,578 44.68 32 192 131.2 

 
Table 6 Drift ratio and corresponding load at various phases of failure of specimens 

Specimen 
I II III IV V VI VII 
Drift 
(%) 

Load 
(kips) 

Drift 
(%) 

Load 
(kips) 

Drift 
(%) 

Load 
(kips) 

Drift 
(%) 

Load 
(kips) 

Drift 
(%) 

Load 
(kips) 

Drift 
(%) 

Load 
(kips) 

Drift 
(%) 

Load 
(kips) 

NDBF 0.127 8.702 0.27 14.31 - - - - - - 1.2 24.69 1.8 27.61 

DBF 0.127 8.702 0.27 27 - - - - - - 1.09 28.09   
NDFSM-
1 0.07 31.84 0.31 38.36 0.31 38.36 0.64 42.54 0.9 44.35 1.1 43.53 0.8 44.35 

DFSM-1 0.05 30.93 0.31 38.04 0.31 38.04 0.7 42.45 0.9 44.76 1.2 44.92 1.5 49.4 

 

 
Fig. 1 Prototype with the selected frame 

 
 

 
Fig. 2 Dimension of one bay NDBF specimen and 
Detailing 
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Fig.3 – Brick and mortar model Fig.3A – Half mortar Masonry 

 
 
Fig. 4 Assignment of interface property 

 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Axial stress and tensile damage in NDBF - 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Axial stress and tensile damage in DBF – 1 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7 Axial stress and tensile damage in NDFSM – 1 
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Fig. 8 Axial stress and tensile damage in DFSM-1 

 
 
Fig. 9  Drift vs Load curve for all specimens 
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A different class of naturally occurring molecules such as antimicrobial peptides and proteins (AMPs), 
which are produced as a first line of defense by all multicellular organisms. They have the ability to 
directly kill bacteria, yeasts, fungi, viruses and even cancer cells. An expressive negative impact on 
human health was initiated by infectious pathogenic bacteria. Currently, microbes acquire a significant 
enhance in resistance to the commercially available antibiotics that has been observed in all kinds of 
pathogenic conditions and such common infections are prevented by finding novel approaches. A wide 
number of defense proteins with bactericidal properties have been characterized and in the present 
study, a novel AMP was isolated and partially purified from the milk of Cocos nucifera through 
ammonium sulfate precipitation method followed by dialysis. The antimicrobial property of the partially 
purified protein was tested against various human pathogens like Streptococcus sp., Staphylococcus spp., 
Pseudomonas aeruginosa, Bacillus sp., Salmonella typhi. and Escherichia coli. The isolated AMP showed 
antimicrobial activity against all the tested microbial strains except Bacillus sp. The activity of the isolated 
protein was comparatively higher with the partially purified fraction than that of the crude protein. 
Currently, there is a need for alternative against synthetic chemicals used for antimicrobial therapy due 
to the quick upsurge in the resistant development among the microbes which is a great challenge to 
conventional therapies. Hence, the bioactive protein isolated in the present study might fulfill this role 
since, it displayed antibacterial and antifungal activities and it can be exploited in the development of 
novel therapeutic agents with further characterization studies. 
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INTRODUCTION 
 
Plants are considered as one of the worthy resources of naturally occurring bioactive compounds with antimicrobial 
activity, as well as proteins. The antimicrobial proteins (AMPs) of plant origin signify one of the main hurdles of 
plant innate immunity to environmental stress factors which are attracting considerable research interest presently. 
These class of small molecules are of molecular weight ranging from 2 to 10 kDa with amphiphilic properties and are 
usually cationic proteins [1]. There are evidences that these cationic charged peptides are appropriate for 
antibacterial and antiviral activities. AMPs possess a key variation in their structures, but it is reported that most of 
the plant AMPs comprised of a solid/dense three-dimensional structure which might be due to the presence of 
intramolecular disulfide bonds [2, 3]. There are several sub-divisions in the plant AMPs leading to several families 
based upon the resemblance of amino acid sequence, position of disulfide bonds including the presence of cysteine 
motifs and finally the structure of secondary elements [2, 4]. These are mainly produced by the plants in response to 
any abiotic or biotic stress factors hence, it takes part as a vital role in innate immunity also, it is reported to have a 
wide spread range of properties such as antiviral, antibacterial, anti-fungal, insecticidal and anti-proliferative actions. 
Such kind of activities can be exploited for the progress of novel drugs in the health care industry.  
 
When compared to other plant resources, coconut (Cocos nucifera L.) contains a significant source of proteins and a 
comparatively a well-balanced amino acid profile. Since the milk of coconut possess a major amount of natural 
minerals, vitamin C and a high quality of proteins, it is measured as a loved food for people with nutritive deficits. 
But the main focus of research on Cocos nucifera is towards its high oil content and there are very few research studies 
are evidenced towards coconut proteins [5]. A high molecular weight cocosin have been isolated from the 
endosperm of Cocos nucifera by Sjogren and Spychalski [6]. In an earlier study conducted by Kwon et al [7], have 
isolated and fractionated five protein fractions from the flour of coconut. Globulins from the endosperm of mature 
coconut was isolated and characterized by Garcia et al [8]. Wang and Ng [9], isolated an anti-fungal peptide from 
coconut that showed activity against Physalospora piricola, Mycosphaerella spp. and Fusarium oxysporum. In an 
additional research work done by Mandal et al [10], discovered three antibacterial peptides from coconut (green) 
water against Bacillus subtilis, Psuedomonas aeruginosa, E. coli and S. aureus. The present work aims to provide insights 
to the isolation and partial purification of a novel AMP from the endosperm of Cocos nucifera and to test its efficiency 
against human pathogens.  
 
MATERIALS AND METHODS 
 
Test Sample Preparation 
Coconut Milk Extraction 
AMP'S are present in various sources while, in the present study, coconut is chosen as the source material because 
they offer a worthy source of proteins with good nutritive value and comparatively well proportionate amino acid 
profile. Mature coconut was purchased in the resident store of Thiruporur, Chennai. The endosperm of the mature 
coconut was grated and enveloped in a muslin cloth and squeezed to collect the milk. The collected coconut milk 
was filtered again using the muslin cloth and stored at -20°C for further use. 
 
Lyophilization 
The prepared coconut milk was subjected to lyophilization with frozen condition. The basic principle of 
lyophilization involves sublimation where dense particle changes right to a vapor devoid of a liquid phase. Frozen 
sample was then positioned under a profound vacuum, underneath the tripartite point of water and heat energy was 
applied on the sample triggering the ice to sublime. 5 g of freeze dried sample was obtained as a result of 
lyophilization of 30ml of coconut milk. It is then placed in a sealed container and stored at -20°C for further use. 
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Defatting 
The dried coconut milk was then defatted using n-hexane. The sample was mixed through n-hexane at a ratio of 
1:10w/v. and was allowed to defat for one hour at room temperature (RT) and then the same process was repeated 
once again for complete defatting. Then the sample was kept in fume-hood for evaporation of the residual solvent. 
After defatting, the powdered coconut milk was stored in a sealed container at -20°C. 
 
Protein Extraction 
The defatted sample was mixed with the extraction buffer (35 mM potassium phosphate buffer pH 7.6 with 10 mM 
β-mercaptoethanol, 0.4 M NaCl, 0.1 M PMSF, 0.02 % sodium azide and 1 mM EDTA). The above mixture was then 
shaken for 3hrs. and centrifuged at 3000 rpm for 30 min., in a refrigerated centrifuge and the supernatant was 
collected which served as a protein source for further experiments. The supernatant was added with 22.7 g of 
ammonium sulfate until 80% saturation was attained. It was placed in a shaker for an hour for complete dissolution 
of ammonium sulphate and then spun at 3000rpm for 30 min. The pellet was recovered and dissolved in phosphate 
buffer and dialyzed for 24 hrs. in an iced bath with four changes of buffer. The resultant solution was spun to isolate 
the soluble, insoluble fractions and stored at -20°C for further use. Protein content was determined for both the 
fractions by Bradford’s assay and SDS-PAGE to know the protein profile and to fix the fraction in which low 
molecular proteins are concentrated. 
 
Determination of Total Protein Concentration  
The total protein concentration was evaluated spectrophotometrically using Bradford’s assay method with stock 
solution of BSA (2 mg/ml) as a reference standard and the OD was measured at 295 nm [11]. 
 
SDS-PAGE 
By adopting Laemmli method [12], the sodium dodecyl sulphate-polyacrylamide was carried out for the isolated 
protein to check the protein profile using 12 % acrylamide. The protein sample was mixed with sample buffer 
(0.125M Tris (pH 6.8), 2.5% SDS, 20%glycerol, 0.002% bromophenol blue and 10% β-mercapto ethanol) and boiled for 
5 min. Then the sample (40 µg) was loaded onto the gel consisting of 10 % each resolving and stacking gel within the 
electrophoresis unit (Bio-Rad) in order to separate the protein. Electrophoresis was performed with 100 V power 
until the sample touched bottom of resolving gel. Coomassie-Blue R-250 was used for staining and de-staining was 
done using 40 % methanol and 10 % glacial acetic acid. The mass of the antimicrobial peptide was determined using 
the known molecular weight marker (Bench MarkTM Protein Ladder). 
 
Determination of Antimicrobial Activity 
Microbes and Culture Conditions: Microorganisms namely, Streptococcus spp., Staphylococcus aureus, 
Pseudomonas aeruginosa, Bacillus subtilis, Salmonella typhi. and Escherichia coli were used in the present study. The 
microorganisms were cultured and preserved on Muller-Hinton Agar (MHA) plates and stored at 4°C.  
 
Antimicrobial Susceptibility Test 
Antimicrobial activity was tested using agar disc diffusion method. The prepared inoculum was seeded with MHA 
plates and a hole with a width of 6 mm was punched using a sterilized cork borer. Various concentrations of protein 
samples such as 5, 10, 20 μg/ml were employed on to each well. The reference standard ciprofloxacin (5 μg/ml)disc 
was used as positive control and 10 % DMSO was used as negative control. Then it was incubated at 37°C for 
24hours. The antimicrobial activity was indicated by the presence of clearing zone around the wells (zone of 
inhibition (ZOI)). The experiments were done in triplicates. 
 
Statistical Analysis 
Data in the present study were obtained with mean ± standard deviations of three parallel measurements. The 
differences among the groups in all studied parameters were analyzed by one-way analysis of variance (ANOVA). 
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The statistical analysis was done by SPSS software (San Diego, USA). P values ˂ 0.05 was measured statistically 
significant [13]. 
 
RESULTS AND DISCUSSION 
 
The extraction and purification of AMPs was the primary step in isolating AMPs from the source plant material. 
However, several AMPs were effectively separated from crude plant extracts and these methods require efficient and 
sophisticated techniques [2]. Isolation and purification of significant novel AMPs with subsequent sequencing and 
examining for parallel AMPs in databases is an operative way of identifying new AMPs [14] and many number of 
AMPs were isolated and recognized using the above techniques. Moreira et al [15] reported isolation and functional 
characterization of an AMP from the crude plant extract of Lippia sidoides Cham. (Rosemary pepper) flowers by 
Octyl-Sepharose hydrophobic column partitioning. Likewise Camargo Filho et al [16] reported an antiviral peptide 
(2kDa) from sorghum (Sorghum bicolor) seeds through gel filtration, ion exchange and high-performance liquid 
chromatography, which displayed significant inhibitory effect on type I herpes simplex virus and herpes bovine 
virus. Accordingly in the present study, a novel AMP was separated from the endosperm of Cocos nucifera which 
showed potential inhibitory effect towards certain human disease causing microbes and that can be utilized in future 
for antimicrobial therapy without any side effects. We found that the isolated protein exerted strong antibacterial 
activity against various gram positive and gram negative bacterial strains as indicated by the zone of inhibition. 
 
Many groups of plant-based AMPs are since been identified with an antimicrobial activity and are purified and 
characterized which includes hevein-type proteins, glycine-rich proteins, defensins, snakins, puroindolines, lipid 
transfer proteins and cyclotides [17]. These are considered currently as a significant candidate for developing novel 
techniques towards monitoring crop loss including new drugs for the treatment of numerous pathogenic conditions 
in humans and also the recurrentrise of antibiotic-resistant microbes and the disappointment of some conventional 
antibiotics have all lead to aserious search of new antimicrobial means. In a previously reported study, Vieira et al 
[18] isolated and characterized a novel antimicrobial peptide from the plant Lecythis pisonis seeds, which is reported 
to have inhibitory action against Candida albicans. In an another study, a novel AMP called Tu-AMP 1 and Tu-AMP 2 
was isolated from the bulbs of Tulipa gesneriana L. [19]. 
 
From the Bradford’s assay, it was shown that the insoluble portion exhibited higher protein content of 20.47 μg/ml 
and the soluble fraction revealed 8.75 μg/ml. The protein profile of both the portions indicated that the portion with 
insoluble fraction comprises the high molecular weight proteins (45 kDa to 119 kDa) and the fractions with soluble 
portion contains the low molecular proteins (ranging from 17 kDa to 100 kDa). The molecular mass data acquired for 
both soluble and insoluble fractions were within the range of already reported molecular weight data of coconut 
milk proteins in an earlier research work done by Algar and Mabesa [5]. The molecular weight of the isolated AMP 
was predicted to be 20 kDa through electrophoretic studies. 
 
Antimicrobial activity of both the fractions were tested against various human pathogens and it was observed after 
the incubation period that the low molecular weight protein was effective against Streptococcus spp., Staphylococcus 
aureus, Pseudomonas aeruginosa, Salmonella typhi. and Escherichia coli as indicated by a larger zone of inhibition (ZOI) 
(Table 1). The AMP was less active against Bacillus subtilis. The crude protein extract exhibited a maximum of 
antimicrobial effect against Pseudomonas aeruginosa with the ZOI value of 32.7±0.94 at a concentration of 20 μg/ml 
followed by Salmonella typhi. (31.3±1.24) whereas that of the reference standard Ciprofloxacin produced ZOI value of 
36.3±1.24 (Table 1). 
 
The antimicrobial activity of the partially purified fraction was relatively higher while compared with the crude 
extract (Fig. 1). The same strain of Pseudomonas aeruginosa exhibited susceptibility to the partially purified AMP as 
indicated by the ZOI value of 33.8±0.83 and the APM has minimal effectively on Streptococcus spp. (26.8 ± 1.02) (Table 
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1). The partially purified low molecular weight AMP showed intermediate effect on Staphylococcus aureus and E. coli 
while the Bacillus subtilis was resistant. Similar results were obtained for a previously conducted study by Sun et al 
[20] where an antibacterial peptide was isolated from protein source of Spirulina platensis and it showed antibacterial 
effect towards Pseudomonas sp. and E. coli with a ZOI values of 16 and 12 μg/ml respectively. Hence, from the study, 
it is inferred that the extract of coconut AMP has increased efficiency as compared with the reported algal AMP. 
These AMPs might act upon bacteria by its ability to cause membrane collapse by interaction with membrane lipids 
on the bacterial cell surface leading to cell [21-23]. Further purification and characterization of the isolated AMP is 
under progress. 

 
The World Health Organization (WHO) described that the plants are the rich source to get variety of bioactive 
compounds and drug molecules and hence, it has to be investigated further to know their activities, efficiency and 
safety. Therefore an effort was made to explore the probable antimicrobial peptides of medicinal plant. In an earlier 
reported study, A 7.8 kDa of antimicrobial protein was isolated from the seeds of motherwort [24], likewise in the 
present study we identified a 20 kDa protein of Cocos nucifera subject to further purification and characterization of 
the isolated AMP is under progress. 
 
CONCLUSION 
 
It is possible to make the plant AMPs as a promising antimicrobial agents by the development of peptide libraries 
and modern proteomics tools. A negatively charged partially purified protein was extracted from Cocos nucifera milk 
sample with a molecular weight of 20 kDa and exhibited antimicrobial activity against Pseudomonas aeruginosa, 
Salmonella typhi. and E. coli. The results of the present study directs that apart from the nutritive aids of Cocos nucifera 
milk proteins, it revealed additional useful stuffs and played a key role in preventing the human pathogens and 
hence, with further characterization studies the isolated AMP can be exploited in the health industry for its probable 
antimicrobial property.  
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Table 1. Zone of Inhibition Values of Crude Protein and Partially Purified Protein. 
Strains ZOI (mm) of Crude protein 

 
ZOI (mm) of partially purified protein 
 

 

5 µg/ml 10 µg/ml 20 µg/ml 5 µg/ml 10 µg/ml 20 µg/ml +ve 
control 

10 % 
DMSO 

Streptococcus spp. 5±0.09 10.3±0.32 24.7±1.24 10±0.4 13.1±0.52 26.8±1.02 28.2±1.22 -- 
Staphylococcus aureus 20±0.57 27.3±0.94 29.6±0.54 25±0.6 29.9±0.81 30.3±1.26 34.4±0.83 -- 
Pseudomonas 
aeruginosa 

19±0.5 27±0.81 32.7±0.94 25±0.5 27.5±0.69 33.8±0.83 36.8±1.22 -- 

Salmonella typhi. 20±0.3 23.3±0.46 31.3±1.24 23±0.6 24.2±0.73 32.2±0.92 38.4±0.66 -- 
Bacillus subtilis 0 0 0 0 0 0 0 -- 
Escherichia coli 21±1.0 25±1.3 30.2±0.67 25±1.0 26.6±1.05 32±0.67 34.5±1.38 -- 
Values are the means ± SD, n = 3, P< 0.05.ZOI: Zone of inhibition, +ve control: Ciprofloxacin, -: No ZOI. 
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Fig. 1. Antimicrobial activity of isolated AMP on various human pathogenic strains 
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The main aim of this paper is to introduce the concept of an operation on  a new class of  δPS-open subsets 
in topological spaces . Moreover   the concepts of   ϱ-open sets, ϱ -regular sets are defined using the newly 
introduced operation here.  Some concepts namely   ϱ-limit points, ϱ-closure, closureய of a subset S 
[	ϱCl(S)and Clய(S) respectively] are defined and studied. 
 
Keywords: ϱ -open sets,	ϱ	-regular spaces,		ϱ	-limit points, ϱ –closure and  Clய. 
 
INTRODUCTION 
 
“The idea of semi -open sets was initiated by Levine in 1963[9]. In 1968 [14], the class of δ -open subsets of a 
topological space was first initiated by Velicko. This class of sets plays an important role in the study of various 
properties in topological spaces. Since then many authors used this class to define new classes of sets in topological 
spaces. The idea of pre open sets was initiated by Mashhour, Abd El-Monsef and El-Deeb in 1982[11]. On the other 
hand, Kasaharain 1979 [8] defined the idea of an operation on τ and initiated the concept of α-closed graphs of 
functions. The operation α had will been renamed as γ operation on τ by Ogata in 1991[6]. In 1993, Raychaudhuri 
and Mukherjee [12] initiated and investigated a class of sets ceached δ-pre open. Cuong and Maki in 2008[2]  
explained  and analysed  the idea   of the mapping γ୔on the collection of each pre open subsets of (X, τ), and initiated 
the notion of pre γ୔open sets and studied some of  their properties.  
 
Khalaf and Asaad in 2009 [1] initiated a new concept ceached PS-open sets in topological spaces. Operation 
approaches on Ps-open sets and its separation axioms was initiated by Assad in 2016[3]. Combining the concepts of 
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δ-pre open and PS-open sets, a new class of sets ceached δPS-open sets is initiated by Vidhyapriya, Shanmugapriya 
and Sivakamsundari in 2020 [13]. The main purpose of this paper is   to initiate the concept of an operationϱ on δPS-
open subsets in topological spaces using this operation we define the idea of ϱ-open sets and obtain some topological 
properties of ϱ-open sets.” 

 
Preliminaries 
“The closure and interior of S with respect to W are meant by Cl (S) and Int (S) respectively”. 
 
Definition 2.1:“A subset S of a space W is called  

1.δ –pre open [12] if S ⊆ Int(δCl(S)) 
2. Semi- open [9] if S⊆Cl (Int(S)) 
The complement of a semi- open set is called a semi -closed set.” 
 

Definition 2.2[13] : “A δ- pre open subset S of a space W is called  as δPS -open set if for each p∈S, there will be  a 
semi closed  set F satisfying  that  p	∈ F ⊆ S.” 
 
Definition 2.3[6]:“An operation γon topology τ on W is a mapping γ: τ→P(W) satisfying  that U ⊆ Uγfor each 	Uγ ∈ τ 
where Uγdenotes the value of U under γ. A nonempty set S of W is called   ઻-open if for each p ∈S, there will be an 
open set U satisfying that p ∈U andUγ ⊆S. 
 
Definition 2.4[2]: An operation γ୔on PO (W) is a mapping γ୔: PO(W) →P(W) satisfying  that U ⊆ Uγ୔for each 
U∈PO(W), where Uγ୔denotes the value of  U underγ୔. A nonempty set S of W is called pre ઻۾-open if for each p ∈S, 
there will be a  pre open set U satisfying  that p ∈U andUγ୔ ⊆S.” 
 
Definition 2.5[10]: “A space W  is called semi-T1 if for each pair of distinct points p, q in W, there  will be a pair of 
semi-open sets, one having  p but not q and the other having q not p.  
 
Proposition 2.6[13]: Every regular open set is a δPS –open set.” 
 
Definition 2.7[5]: “A space W is called locally indiscrete if each open subset of W is closed. 
 
Theorem 2.8[13] (i).In a locally indiscrete space, δPSO(W) =  (ii). If a space W is semi-T1, then δPSO(W) = δPO(W).” 
 
Proposition 2.9[13]:“Every PS-open set is a δPS-open set. 
 
Proposition 2.10[3]: Every Pୗγ-open set is a PS-open set.” 
 
Proposition 2.11[13]:“Any union of  δPS -open sets is a  δPS -open set.” 
 
Definition 2.12[13]: “A point  p in W  is said to be δPS–closure of S if f	S ∩ U ≠ ϕ, for each δPS –open set U having p, 
it is meant  by δPSCl(S).” 
 
Operation Approaches on δPS -Open Sets in Topological Spaces 
 
Definition 3.1: An operation ϱ on δPSO (W) is a mapping 		ϱ: δPSO(W) →P(W) satisfying  that, H ⊆ Hய for each H ∈ 
δPSO (W), where P(W) is the power set of W and Hய is the  value of H under ϱ . 
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Exemplar 3.2: Let W = {p, q, r} and τ = {φ, W,{p}} δPSO (W)= { φ, W,{q},{r},{q,r}}. An operation ϱ	: δPSO(W) →P(W)  is 
defined as follows, for each H ∈	δPSO(W) 

  Hய=൜clH,			if		r ∈ H		
H, ݎ	݂݅ ∉ ܪ  

Then, Hய({q}) = {q} , Hய({r}) = {q, r}  ,Hய({q, r}) = {q, r} 
 
Definition 3.3: Let (W, τ) be a topological space and ϱ: δPSO(W) →P(W) be an operation on δPSO(W). A nonempty set 
S of W is called ૗ -open set if for each p ∈S, there will be a δPS -open set H satisfying that p ∈	H and Hϱ⊆	S. 
“The complement of a ϱ -open set of W is called a  ϱ	-closed set.  
The collection  of each ϱ-open subsets of a space (W,τ) is meant  by ϱ	O(W) . 
For each p ∈W, the collection of eachϱ-open sets of (W, τ) having a point p is meant by ϱ(W, p). 
 
Proposition 3.4: Every ϱ-open set is  a δPS-open set. 
Proof: Consider aϱ-open set S. Then  by definition 3.3 for each p ∈S, there will be a  δPS -open set H with  p ∈ H୮and  
H୮

ய ⊆A.  But by definition 3.1, each H୮ ⊆ H୮
ய . 

Hence, S = ⋃ {p}	୮∈ୗ ⊆ ⋃H୮ ⊆	⋃H୮
ய ⊆ S . 

In turn which implies, S = ⋃H୮ which is a  δPS -open set ,since  any union of  δPS -open sets is a δPS -open set, by 
proposition 2.11.  
 
Exemplar 3.5 Let W= {p, q, r} and τ = { φ,, W,{p},{q},{p,q}} = δPSO(W).  An operation ϱ	: δPSO(W) →P(W)  is defined as 
follows, for each H ∈	δPSO(W) 

  Hய=൜clH,			if		p ∈ H		
H, ݌	݂݅ ∉ ܪ  

Therefore,	ϱO(W)={ φ, W,{q}} 
Clearly the above example gives that every ϱ –open set  is δPS-open set.   
(i.e)ϱ	O(W) ⊆	δPSO(W)  but the converse is not true” since {p}and{p,q} are  in δPSO(W) but not in	ϱ	O(W) . 
 
Remark 3.6: 
 
 
 
 
 
 
Remark 3.7 
In general we cannot compare ܁۾઻ −  ઻| δPSO (W), then܁۾ ,is the restricted map	sets and ૗-open sets .But if   ૗  ܖ܍ܘܗ
઻܁۾ −  .sets are  ૗-open sets, Since each PS-open set is  a δ PS–open set  ܖ܍ܘܗ
 
Definition 3.8: The identity mapping id on δPSO(W)  is a mapping ϱ୧ୢ:δPSO(W) →P(W)satisfying  that ϱ୧ୢ(H) = Hfor 
every H ∈δPSO(W). 
 
Remark 3.9:A subset  S is ϱ୧ୢ- open  of W iff S is δPS–open in W. Then δPSO(W) =ϱ୧ୢO(W). 
 
Proposition 3.10: Let (W, τ)  be a topological space  and ϱ: δPSO(W) →P(W) be an operation on  δPSO(W). “Then the 
results below are true: 
(a) The union of any collection of ϱ-open sets in W is also aϱ-open. 
(b) The intersection of any collection of ϱ-closed  sets in  W is also a ϱ-closed. 
Proof: (a) Consider a collection {Sλ}λ∈∆ of ϱ-open sets  in W. Then for each p ∈ Sλ, by definition 3.3, there  will be a  
δPS -open set H with p ∈H and Hய ⊆ Sλ	 ⊆∪ {Sλ}. 
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Thus ∪{Sλ} is a ϱ	-open set. 
(b) Consider a collection {Tλ}λ∈∆  of ϱ -closed sets in W. Then {Tେ

λ}λ∈∆is  the ϱ -open sets which  implies ⋃{Tେ
λ}is aϱ-

open set  from part (a) . But⋃{Tେ
λ} = (⋂{Tλ})େ.Hence ⋂{Tλ}is a ϱ-closed set.  

Generally, the intersection (resp. the union) of any two	ϱ-open ( resp.ϱ − 	closed)  sets in(W, τ) will not be a ϱ-open 
(resp.ϱ − closed)  sets as given in the exemplar below. 
 
Exemplar 3.11: Consider the space W ={p,q,r,s}and τ = { φ, W,{p},{p,q}}                         
δPSO(W )= { φ, W,{q},{r},{s},{q,r},{q,s},{r,s},{q,r,s}}. An operation ϱ	: δPSO(W) →P(W)  is defined as follows, for each H 
∈	δPSO(W) 

  Hய = ൝
H,										if	q ∈ H

{p, r}, if	{p, r} = H;
W,					Otherwise	

{p, s} 		if	{p, s} = H; {r, s}		if	{r, s} = H 

Hence ϱ	O(W)={ φ, W,{q},{q,r},{q,s},{r,s},{q,r,s}} and ϱ-closed sets denoted by                              
ϱ	C(W) ={ φ, W,{p},{p,q},{p,r},{p,s},{p,r,s}} .Here {q,s} and {r,s} are ϱ − open  sets, but   {q,s} ∩{r,s}= {s} is not a ϱ-open 
set . Also, {p,q} and {p,s} are ϱ-closed sets , but {p,q} ∪ {p,s}={p,q,s} is not ϱ-closed set. Thus, the collection of each	ϱ-
open sets of any topological space (W, τ) is not a topology on W in general. 
 
Definition 3.12: An operation γδ୔on δPO(W)  is a mappingγδ୔: δPO(W)  →P(W) satisfying that,      U ⊆ Uγδౌfor each 
U ∈ δPO(W), where Uγδౌdenotes the value of U under γδ୔. A nonempty set S of W is called ઻઼۾-open if for each p ∈S, 
there will be a δ	-preopen set U satisfying that, p ∈U andUγδౌ ⊆S. 
 
Theorem 3.13: The properties below are true: 
(a) If (W, τ) is semi-T1, then the operations 	ϱ	on δPSO(W)  and γδ୔on δPO(W) are the same  and hence ϱ		-open sets 
and γδ୔-open sets coincide. 
(b) In a locally indiscrete space (W, τ) the operations ϱ	on δPSO(W) and γ on τ are  the same  and hence ϱ	- open sets  
and γ -open sets coincide. 
Proof:  
(a) By theorem 2.8(ii), in a semi T1 space δPS-open sets coincide with  δ- preopen sets . If  the operations ϱ	on δPSO(W)  
and γδ୔on δPO(W) are defined the same then  the ϱ	-open sets coincide with  γδ୔-open sets in (W, τ). 
(b)By theorem 2.8(i), in a locally  indiscrete  space δPS-open sets  coincide with open sets. If the operations ϱ		on 
δPSO(W) and γ on τ defined the same then the  ϱ-open sets coincide with γ -open sets in (W, τ). 
 
Definition 3.14: Let (W, τ) be any topological space. An operation ϱon δPSO(W) is considered  to will be δPS-regular 
if for each p∈ W and for each pair of δPS -open sets H1and H2such that both having p, there will be  a δPS - open set F  
having p” satisfying that,Fய ⊆ Hଵ

ய ∩ Hଶ
ய. 

 
Exemplar 3.15:  Consider the space W = {p,q,r,s}and τ = { φ, W,{r,s}}   
δPSO(W)= { φ, W,{r},{s},{r,s}}.  An operation ϱ	: δPSO(W) →P(W)  is defined as follows, for each H ∈	δPSO(W) 

  Hய=൜H,			if		r ∈ H		
clH	, if	r ∉ H 

Then ϱ is δPS-regular. 
 
Proposition 3.16: The finite intersection of  ϱ-open sets  is aϱ-open set if ϱ is a  δPS- regular operation on δPSO(W) for 
a  topological space (W, τ). 
Proof: Consider  S,T	⊆ W	 such that S and T are ϱ-open sets  and ϱ is  a δPS- regular operation on δPSO(W) .Let  p 
∈S∩T then by definition  3.3,there are δPS -open sets H1and H2satisfying  H1 contains p andHଵ

ய contained in Sand H2  

contains p andHଶ
ய contained in T .Now	ϱ  is δPS-regular operation yielding for a δPS-open set F having p satisfying 

that , Fய ⊆ Hଵ
ய ∩ Hଶ

ய ⊆ S∩T. Hence, S∩T is ϱ	-open set in (W,τ). 
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Remark 3.17: From proposition  3.10 (a) and proposition 3.16 “ϱ O(W) forms a topology on W, for any  δ PS- regular  
operation ϱ on δPSO(W). 
 
Definition 3.18: A topological space (W, τ) with an operation ϱon δPSO(W) is called ૗- regular if forgiven  p ∈W and 
for eachδPS -open set H having p, there will be  a δPS -open set F having p satisfying that ,Fய ⊆ H. 
 
Exemplar 3.19: Consider the space W ={p,q,r}and τ = { φ, W,{p},{q},{p,q}}{p,r}} 
δPSO(W) = { φ, W,{q},{r},{p,r}}{q,r}}.  An operation ϱ	: δPSO(W) →P(W)  is defined as follows, for each H ∈	δPSO(W) 

  Hய=൜clH	,			if		q ∈ H		
H	, if	q ∉ H   

Then (W, τ) isϱ – regular space. 
 
Theorem 3.20: Let (W, τ) be a topological space and 	ϱ: δPSO(W) →P(W)be an operation on δPSO(W). Then the 
conditions below are identical:  
(a) δPSO(W) =ϱ	O(W). 
(b) (W, τ) is a ϱ -regular space. 
(c)  For given p ∈	W and for each δPS -open set H of (W, τ) having p, there will be  a ϱ -open set V of (W, τ) satisfying 
that, p ∈	V and  V ⊆H. 
Proof: (a) → (b) It is given that δPS -open sets and ϱ-open sets are equivalent .Consider p ∈W,where  H is  a δPS- open 
set having  p. By the criteria H  is aϱ-open set, then by definition 3.3 there will be a δPS -open set Hଵsatisfying that , p 
∈ Hଵand Hଵ

ய ⊆ H. Thus (W, τ) is ϱ –regular, from definition 3.18. 
(b) → (c) It is given that  (W, τ) is a ϱ -regular space and consider  p ∈W and a δPS -open set H having p, by definition  
3.18  there will be  a δPS-open set V having p satisfying thatVய ⊆ H.  By  definition 3.3, V itself  is a ϱ-open set and we 
know that V ⊆ Vய in general. 
Thus  for p ∈W and a δPS-open set H having p, there will be a ϱ -open set V having p satisfying that, V⊆ H. 
(c) → (a) Consider a δPS-open set H,p ∈	H. Then by (c) ,there will be a ϱ -open set V୮satisfying that , p	∈ V୮ 	 ⊆H. 
Then	H = ⋃ {p}	୮∈ୌ ⊆ ⋃V୮ ⊆	⋃V୮

ய ⊆ H, which implies  
	H = ⋃V୮is  aϱ - open set, from  proposition  3.10 (a). 
Thus δPSO(W))	⊆ ϱO(W). 
Every ϱ - open set is δPS -open set, by proposition 3.4, owing that  ϱO(W) ⊆δPSO(W) . 
Thus, δPSO(W) =ϱO(W). 
 
Topological Properties of ૗-Open Sets 
 
Definition 4.1: Let S be any subset of a topological space (W, τ) and ϱbe an operation on δPSO (W). A point p ∈W is 
called૗ - limit point of S if for eachϱ-open set G  having p, G ∩(S −	{p}) ≠ φ. The set of eachϱ- limit points of S is 
known as a ૗-derived set of S and it is meant by  ϱD(S). 
 
Exemplar 4.2:  Consider the space W ={p,q,r} and τ = { φ, W,{p},{q},{p,q}} = δPSO(W ) and 
pC(W) = {	φ, W, {r}, {p, r}, {q, r}}. An operation ϱ	: δPSO(W) →P(W)  is defined as follows, for each H ∈	δPSO(W) 

Hய=൜pclH,			if		q ∉ H		
H,								݂݅	ݍ ∈ ܪ  

Implies ϱO(W)={ φ, W,{q},{p,q}}. 
Hence for a subset A={p,q}  the ϱ - limit points of {p,q}   are  p and r  therefore, 	ϱD({p,q})={p,r}. Some properties of ϱ-
derived set are mentioned in the theorem below: 
 
Theorem 4.3: The following properties hold for any sets U and V in a topological space (W, τ) with an operation	ϱ 
on	δPSO(W). 
a. ϱD(φ) = φ .  
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b. If U ⊆V, then ϱD(U)	⊆ ϱD(V). 
c. ϱ	D(U∩ V)	⊆ ϱD(U)  ∩ ϱ	D(V)  . 
d. ϱ	D(U∪ V)⊇ ϱ	D(U)	∪ ϱ	D(V). 
e.ϱ(ϱD(U)) −	U	⊆ ϱD(U). 
f. ϱD(U∪ ϱD(U))⊆U∪ ϱD(U). 
Proof: Proof of (a)  is obvious. 
(b)We have U ⊆V  ,U −	{p} ⊆ V -{p}⇒ G ∩(U -{p})	⊆G ∩(V −	{p}).Then  
 G ∩(U −	{p}) ≠ φ	⇒		G ∩(V -{p}) ≠ φ. Hence p∈ ϱ	D(U)⇒ p ∈ ϱ	D(V).  
Thus ϱD(U)	⊆ ϱD(V). 
(c) We  know that U	∩ V ⊆ U and U	∩ V ⊆ V,then by (b)   ϱ	D(U∩ V)	⊆ ϱD(U)  ∩ ϱ	D(V). 
(d)We  know that U	∪ V ⊇ U or U	∪ V ⊇ V, then by (b)  ϱ	D(U∪ V)⊇ ϱ	D(U)	∪ ϱ	D(V). 
(e) Consider p in ϱ(ϱD(U)) −	U  then p ∈ 	ϱ(ϱD(U)) and p	∉ U .Now G is a ϱ	-open set having p, then  G∩(ϱD(U))-
−	{p}) ≠ φ. Let  q ∈ (ϱD(U)) and G is a ϱ	-open set having q, then G ∩( U −	{q}) ≠ φ ⇒ there is r in  G ∩( U −	{q}) ,then 
r∈	U Now  p	∉ U ,  therefore r ≠ p. 
Thus  r∈G ∩( U −	{p}),this imply that p	∈ 	ϱD(U). Therefore ϱ(ϱD(U)) −	U	⊆ ϱD(U) .   
(f)Consider  p in ϱD(U∪ ϱD(U))  and G is a ϱ	-open set  having p , then                
G ∩((	U∪ 	ϱD(U))−	{p}) ≠ φ .Thus G ∩(U	 − {p}) 	≠ 	φ			or				G	 ∩ (	ϱD(U)−	{p}) ≠ φ . 
Case (i) :G ∩(U −	{p}) ≠ φ ,  In this case by definition 4.1 p ∈ ϱD(U).  
Case (ii) :G	 ∩ (	ϱD(U)−	{p}) ≠ φ .Then G	 ∩ ൫ϱD(U)൯ ≠ 	φ,then  by (e) p ∈ ϱD(U). 
Therefore ϱD(U∪ ϱD(U))⊆ ϱD(U) . 
 
Definition 4.4: Let S be any subset of a topological space (W, τ) and ϱbe an operation on δPSO(W). The ૗-closure of S 
is explained as the intersection of eachϱ	-closed sets of W having S and it is meant by ϱ	Cl(S). ϱ	Cl(S)= ∩ { E: A⊆ E; W-
E is ϱ -open set in W}. 
 
Exemplar 4.5: Consider   Exemplar 4.2, 
 Let S={p} then  ϱ	Cl(S) = {p,r} . 
Here ϱD( S) =	ϱ	Cl(S). 
Some important properties of ϱ	-closure  operator are given below : 
 
Theorem 4.6:a.	ϱ	Cl൫φ൯= φ and ϱ	Cl(W)= W. 
b. ϱ	Cl(S)is the smallest ϱ-closed set  having S. 
cϱ	Cl(S)is a  ϱ-closed set in W. 
d. S ⊆ δPs	Cl(S) ⊆ ϱ	Cl(S). 
e. S is ϱ-closed  set iffϱ	Cl(S)= S. 
f. If ϱ	Cl(S)∩ ϱ	Cl(T)= φ, then S ∩T= φ. 
g. If S ⊆T, the n ϱ	Cl(S) ⊆ ϱ	Cl(T). 
h.	ϱ	Cl(S∩ T) ⊆ ϱ	Cl(S)∩ ϱ	Cl(T). 
i. ϱ	Cl(S)∪ ϱ	Cl(T) ⊆ ϱ	Cl(S∪ T). 
j. ϱ	Cl	(ϱ	Cl(S)) =ϱ	Cl(S). 
Proof: (a) is obvious. 
(b) The proof  follows from the definition  4.4. 
(c)The proof  follows from (b) 
(d)We know, Every ϱ-open set is a  δPS-open set” by proposition 3.4. Now, for a subset S of W,  ϱ	O(S) ⊆	δPSO(S)	⇒
δPs	Cl(S) ⊆ ϱ	Cl(S) ⇒S ⊆ δPs	Cl(S) ⊆ ϱ	Cl(S).  
(e) If S is	ϱ-closed set then ϱ	Cl(S)= S [by (c)]  
To prove converse, that is to prove  ϱ	Cl(S) is ϱ-closed set . 
It is enough  to prove that  (ϱ	Cl(S))′ is ϱ- open set. 
Now (ϱ	Cl(S))′ = [ ∩ { E / S⊆ E and  W-E is ϱ -open set }]′ 
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=	∪{ W-E/ S⊆ E}=∪(	ϱ -open set having S) 
  =  ϱ –open. [by proposition 3.10 (a)] 

Thus, ϱ	Cl(S) is ϱ-closed set. 
(f) Consider	ϱ	Cl(S)∩ ϱ	Cl(T)= φ .Suppose S ∩T≠ φ then r	∈S ∩T implyr	∈S and r	∈T. Then by (d) r	∈ 	ϱ	Cl(S) and 
r	∈ 	ϱ	Cl(T) , contradicting our criteria . Hence S ∩T= φ. 
(g) Let S ⊆T, ϱ	Cl(S)= ∩{Each	ϱ-closed sets having S}=∩ ࣭ ,where࣭	is the collection  of eachϱ-closed sets having S.  
As same,	ϱ	Cl(T)= ∩{Each	ϱ-closed sets having T} 

= ∩ ࣮,where࣮	is the group of eachϱ-closed sets having T. 
	࣮ ⊆ ࣭ ⇒	∩ ࣭ ⊆∩ ࣮,Therefore ϱ	Cl(S) ⊆ ϱ	Cl(T). 

(h)Now S ∩ T ⊆ Sand S∩ T ⊆ T.Hence by (g) ϱ	Cl(S∩ T) ⊆ ϱ	Cl(S) and 
ϱ	Cl(S ∩ T) ⊆ ϱ	Cl(T).Therefore,  	ϱ	Cl(S∩ T) ⊆ ϱCl(S)∩ ϱ	Cl(T). 
(i) Now	S ⊆ S ∪ T and T ⊆ S ∪ T.Hence “by (g) ϱ	Cl(S) ⊆ ϱ	Cl(S∪ T) and 
ϱ	Cl(T) ⊆ ϱ	Cl(S ∪ T).Therefore,	ϱ	Cl(S)∪ ϱ	Cl(T) ⊆ ϱ	Cl(S∪ T). 
(j) From (c) ϱ	Cl(S)is ϱ −closed set   and  from (e) , ϱ	Cl	(ϱ	Cl(S)) =ϱ	Cl(S). 
 
Proposition 4.7: Let S be any subset of a topological space (W, τ) and ϱbe an operation on δPSO(W). Then p 	∈
ϱ	Cl(S)if f S ∩M ≠ φ,for each	ϱ- open set M of W  having p. 
Proof: Consider, p 	∈ ϱCl(S)and suppose S ∩M = φ. For eachϱ- open set M of W  having p. Then S ⊆W −	M and W 
−	M is a ϱ- closed set in W. Then  ϱ	Cl(S) ⊆ W −	M , by definition 4.4. 
Thus, p ∈ (W – M), this is a contradiction. Hence S ∩M ≠ φ  for eachϱ- open set M of W having p. 
To prove the converse,  if  p ∉ ϱ	Cl(S)then  there will be  a ϱ-closed set E satisfying that  , S ⊆E and p ∉	S so p ∉	E 
.Then W - E is aϱ-open set satisfying that , p ∈ (W – E ) and S ∩ (W – E) = φ contradicting our hypothesis. Thus,  
p∈ ϱ	Cl(S) . 
From Definition 4.1 and Proposition 4.7, we have the corollary will below: 
 
Corollary 4.8: Let S be any subset of a topological space (W, τ) and ϱbe an operation on δPs	O(W).Then ϱD( S ) 
⊆ ϱ	Cl(S). 
 
Proposition 4.9: Let S be any subset of a  topological space (W, τ) and ϱbe an operation on δPSO(W). Then S is ϱ-
closed iffS holds  the set of its ϱ-limit points. 
Proof: If  S is a ϱ-closed subset of a space (W, τ) and let p ∉ S, then p ∈	W - S and W- S is  ϱ-open set in W so S ∩ (W – 
S )= φ  which implies  p ∉ ϱD(S),from proposition 4.7 
Hence ϱ	D(S) ⊆ S. 
To prove the converse, let S ⊇ ϱ	D(S) Now to prove S is a ϱ-closed  set in W. It is enough to prove that ϱ	Cl(S) ⊆ S. Let  
p∉S⇒	p∉ 	ϱ	D(S) [by assumption] 
⇒ p is not a limit point of S 
⇒therewill be  a ϱ-open set  U having  p  satisfying that U	∩ S = φsince p ∉S 
⇒ U ⊆ W − S. 
⇒p ∉ 	ϱ	Cl(S). Therefore S is ϱ-closed closed if f S holds the set of its ϱ -limit points. 
 
Proposition 4.10: Let (W, τ) will be a topological space  and ϱwill be an operation on δPSO(W).Then S∪ ϱ	D(S) is ϱ-
closed in W  for any subset S of a  space W. 
Proof: Consider p 	∉S ∪ ϱ	D( S ) ,implies p 	∉S and p 	∉ 	ϱ	D(S) ,so there will be a ϱ-open set  G which holds no  point 
of S other than p , but p 	∉S .Hence no point of G is in ϱ	D(S), implies that G ⊆ W − ϱ	D(S) ⊆ W − (S ∪ ϱ	D(S)) ⇒ S ∪
ϱ	D(S) is ϱ-closed  in  W. 
 
Theorem 4.11: Let (W, τ) will be a topological space andϱwill be an operation on δPSO(W). Then ϱ	Cl(S) =S ∪ ϱ	D(S) 
for any subset S of a  space W. 
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Proof: Now, S ⊆ S	 ∪ ϱD(	S	)	and  S ⊆ ϱ	Cl(S)in  general and by Corollary 4.8, ϱD( S ) ⊆ ϱ	Cl(S)  hence S ∪ ϱD( S ) 
⊆ ϱ	Cl(S). 
Let q ∈ ϱ	Cl(S) to show that q ∈ S	 ∪ ϱD(	S	) .If q ∈S  then it is trivial that q ∈ S	 ∪ ϱD(	S	) . If  q∉	S and q ∈ ϱ	Cl(S)  ,we 
know that  eachϱ	-open set  G containing q is G∩ S≠ φ  , by  proposition 4.7 .Now q ∉	S  ,G∩ (S−{q}) ≠ φ . Then by 
definition 4.1 q ∈ ϱD( S ) ,hence q ∈ S ∪ ϱD(	S	) . Thus, ϱ	Cl(S) = S ∪ ϱD( S ). 
 
Theorem 4.12: For any subsets S, T of a topological space (W, τ). If ϱ is a δPS -regular operation on δPSO(W), then 
ϱ	Cl(S)∪ ϱ	Cl(T) = ϱ	Cl(S ∪ T). 
Proof: From properties 4.6 (i) ϱ	Cl(S)∪ ϱ	Cl(T) ⊆ ϱ	Cl(S∪ T) so it is enough to obtain that ϱ	Cl(S∪ T) ⊆ ϱ	Cl(S)∪
ϱ	Cl(T).Consider p ∉ ϱ	Cl(A)∪ ϱ	Cl(B), Then there will be two  ϱ -open sets G1and G2having p such that  A ∩G1= φ  
and B ∩G2= φSince ϱ is a δPS -regular operation on δPSO(W) then by proposition 3.16  G1 ∩G2  is a  ϱ - open set  in W   
so(S ∪ T) 	∩G1 ∩G2= φ.Therefore p ∉ ϱ	Cl(S∪ T), thus ϱ	Cl(S∪ T) ⊆ ϱ	Cl(S)∪ ϱ	Cl(T). 
 
Theorem 4.13: If ϱ is a δPS -regular operation on δPSO(W), then ϱ	Cl(S)∩ U ⊆ ϱ	Cl(S∩ U), for eachϱ	-open set  U and 
every subset S of W. 
Proof: Consider  p∈ ϱ	Cl(S)∩ U, for each	ϱ	–open set  U. So p ∈ ϱ	Cl(A) and p∈ U , Suppose V will be  any ϱ	–open set 
having p .Then by proposition 3.16, U∩ V is a ϱ	–open set having p. We have p ∈ ϱ	Cl(S),by proposition 4.7, S ∩
(U∩ V) ≠ ϕ ⇒			 (S∩ U)∩ V ≠ ϕ.  
Hence p ∈ ϱ	Cl(S ∩U). 
Thus ,	ϱ	Cl(S)∩ U ⊆ ϱ	Cl(S ∩ U). 
 
Definition 4.14: Let S be any subset of a topological space (W, τ) and ϱbe an operation on δPSO(W).  A point p ∈W  is 
called	closureயpointof the set S  if  for each		δPS–open set  H having p,  Hய ∩ S ≠ ϕ .The set of each	closureயpointof S is 
known as 	܍ܚܝܛܗܔ܋૗of Sand is meant byClய(S).  
 
Exemplar 4.15: Consider the space W ={p,q,r,s}and τ = { φ, W,{p,q,r}} 
δPSO(W)= { φ, W,{s}} .An operation ϱ	: δPSO(W) →P(W)  is defined as follows, for each 
H ∈	δPSO(W) 

  Hய=൜ClH,			if		s ∈ H		
H,								݂݅	ݏ ∉  ܪ

For a subset S={p,q,r} ,Clய(S)={p,q,r}. 
 
Theorem 4.16: Let S be any subset of a topological space (W, τ) and ϱbe an operation on δPs	O(W) . Then  δPS	Cl(S) ⊆
	Clய(S). 
Proof: Consider p ∈ δPS	Cl(S) , then by definition2.12 ,S ∩H ≠ ϕ, for  eachδPS–open set  H having p. Always   H ⊆
Hய,Which  implies S ∩ H ≠ ϕ ⊆ S ∩ Hய 	≠ ϕ. By definition 4.14, p ∈ Clய(S). 
Thus  δPS	Cl(S) ⊆	Clய(S). 
 
Remark  4.17: The Converse of above theorem  is not true, which can be from the exemplar below: 
Consider the space W ={a,b,c,d}and τ = { φ, W,{p,q}}, δPSO(X)= { φ, W,{r},{s},{r,s}}. 
An operation ϱ	: δPSO(W) →P(W)  is defined as follows, for each 
H ∈	δPSO(W) 

  Hய=൜ClH,			if		r ∈ H		
H,								݂݅	ݎ ∉  ܪ

For a subset S={p,s} ,Clய(S)=W and	δPS	Cl(S)={p,q,s}.Thus,Clய(S) 	 ⊈ 		δPS	Cl(S). 
 
Proposition 4.18:a.Clய൫φ൯= φ , Clய(W)= W and S ⊆ Clய(S). 
b. S ⊆ Clய(S) ⊆ 	ϱ	Cl(S). 
c. S is ϱ-closed setif and only if Clய(S)= S. 
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d.Clய(S)is a δPS-closed set in W. 
e. If S ⊆T, then Clய(S) ⊆ Clய(T). 
f.Clய(S ∩ T) ⊆ Clய(S)∩ Clய(T). 
g. Clய(S)∪ Clய(T) ⊆ Clய(S ∪ T). 
Proof: (a) The proof is clear. 
(b)  It follows from the definition that S ⊆ Clய(S) .To prove Clய(S) ⊆ 	ϱ	Cl(S). 
Consider x	∉ ϱ	Cl(S) then, for eachϱ	–open set Uhaving x,  U ∩ S = ϕ. Since  U  is  a  ϱ	–open set then for each x ∈U, 
there will be  a δPS -open set H satisfying that, x ∈H and Hϱ⊆	U, by definition 3.3.Thus, Hய ∩ S = ϕ. Thus, x	∉ Clய(S). 
Hence Clய(S) ⊆ 	ϱ	Cl(S). 
(c)   If S is ϱ-closed set then		ϱ	Cl(S) = S, from theorem 4.6 (e) .  
From(b)	S ⊆ Clய(S) ⊆ 	ϱ	Cl(S).But	ϱ	Cl(S) = S.Hence S	 ⊆ Clய(S) ⊆ ϱ	Cl(S) = S	 . 
Thus  Clய(S)= S. 
To prove  the  converse, assume 	Clய(S) = S . To prove S is ϱ-closed set it is enough to prove thatW − S	 is ϱ	–open set 
,that is to prove there will be  a δPS -open set H satisfying that ,  x ∈H and     Hய ⊆ 	W − S. 
Now if x	∈ S then x	∈ Clய(S) , so for each	δPS–open set H having x, Hய ∩ S ≠ ϕ. 
Take y ∈ X − S	,implies y ∉ S and so y ∉ Clய(S)hence  there will be  a 	δPS–open set  H having x,  satisfying that , 
Hய ∩ S = ϕ ⇒ Hϱ ⊆ 	X− S. Hence X − S	 is a ϱ	–open set. 
Thus, S is a ϱ-closed set . 
 (d) To show,Clய(S)is a δPS-closed set in W.  
It is enough to prove, δPSCl(Clய(S)) = Clய(S) . 
Consider x ∈δPSCl(Clய(S), then for each δPS –open set U having x, Clய(S)∩ U ≠ ϕ, by definition 2.12.Since U ⊆ Uய, we 
get Clய(S)∩ Uய ≠ ϕ , which  gives x ∈ Clய(S). 
Hence δPSCl(Clய(S)) ⊆ Clய(S). 
On other hand,Clய(S)) ⊆δPSCl(Clய(S)  is always true. 
Thus, Clய(S)is a δPS-closed set in W. 
(e) Consider  x	∉ Clய(T)  , by definition 4.14, there will be  a  δPS –open set H having x,Hய ∩ T = ϕnow S ⊆ T ,implies 
for each δPS –open set H having  x,  
Hய ∩ S = ϕ ⇒x	∉ Clய(S)  .Thus Clய(S) ⊆ Clய(T). 
(f) Now S ∩ T ⊆ Sand S ∩ T ⊆ T.Hence by (e) Clய(S∩ T) ⊆ Clய(S) and 
Clய(S ∩ T) ⊆ Clய(T) .Thus, Clய(S∩ T) ⊆ Clய(S)∩ Clய(T). 
(g) Now	S ⊆ S ∪ T and T ⊆ S ∪ T.” Hence by (e) Clய(S) ⊆ Clய(S ∪ T) and 
Clய(T) ⊆ Clய(S∪ T).Therefore, Clய(S)∪ Clய(T) ⊆ Clய(S∪ T). 
 
Theorem 4.19: If ϱ is a δPS -regular operation on δPSO(W), then Clய(S)∪ ϱ	Cl(T) = Clய(S∪ T). 
Proof: From  Proposition 4.18 (g) we have ,Clய(S)∪ Clய(T) ⊆ Clய(S ∪ T). 
On the other side, Consider x ∉ Clய(S)∪ Clய(T) , there will be a  pair  of δPS -open sets H1 and H2 satisfying that both 
having x,Hଵ

ய ∩ S = ϕ and Hଶ
ய ∩ T = ϕ,Now ϱ is a δPS -regular operation on δPSO(W) then for each x∈ W and there 

will be  a δPS - open set F having x satisfying that ,                  Fய ⊆ Hଵ
ய ∩ Hଶ

ய. 
So ,(S∪ T)∩ Fய ⊆ (S∪ T)∩ Hଵ

ய ∩ Hଶ
ய ⇒ (S ∪ T)∩ Fய = ϕ, but    

(S ∪ T) ∩Hଵ
ய ∩ Hଶ

ய = [(S ∪ T)∩ Hଵ
ய]∩ Hଶ

ய = ϕ ∩ Hଶ
ய = ϕ.Owing that  x∉ Clய(S∪ T). 

Hence Clய(S ∪ T) ⊆ Clய(S)∪ Clய(T). 
Thus, Clய(S)∪ ϱ	Cl(T) = Clய(S∪ T). 
 
Definition 4.20: An operation ϱ onδPSO(W) is called open-૗-operation if  for eachδPS–open set  H having x, there 
will be  a ϱ	–open set G having x satisfying that  ,G ⊆ Hய. 
 
Exemplar 4.21: Consider the space W ={p,q,r,s}and  
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τ = { φ, W,{r},{p,q},{p,q,r}}  =δPSO(W).An operation ϱ	: δPSO(W) →P(W)  is defined as follows, for each H ∈	δPSO(W) 

  Hϱ=൜ClH,			if		r ∈ H		
H,								݂݅	ݎ ∉  ܪ

ϱO(W) = { φ, X,{p,q}} 
Here operation ϱ is an  open-ϱ-operation. 
 
Theorem 4.22: If  S be any subset of a topological space (W, τ) and ϱ is  an open-ϱ-operation on δPs	O(W),then 

a. Clய(S) = ϱCl(S) . 
b. Clய ቀClய(S)ቁ = Clய(S). 
c. Clய(S) is ϱ-closed set . 

Proof: (a) From proposition 4.18 (b), Clய(S) ⊆ 	ϱ	Cl(S). Need to show that ϱ	Cl(S) ⊆ 	Clய(S), Consider  x	∉ Clய(S)  , by 
definition 4.14, there will be  a  δPS –open set H having x  satisfying that	Hய ∩ S = ϕ . Now here ϱ is an openϱ 

operation, then there will be  a  ϱ	–open set G having x  satisfying thatG ⊆ Hய,which gives  G ∩ S = ϕ .  
Hence by proposition 4.7  x	∉ ϱ	Cl(S). Thus, ϱ	Cl(S) ⊆	Clய(S). 
Hence Clய(S) = ϱCl(S). 
(b) Now from theorem 4.6 (j) we have ϱCl൫ϱCl(S)൯ = ϱCl(S) and by (a) we have    
Clய(S) = ϱCl(S). 
Thus, Clய ቀClய(A)ቁ = Clய(A). 
(c) Now   from theorem 4.6 (c) and (a) of this theorem”Clய(S) is a ϱ-closed set. 
 
Remark  4.23:  If   an operation ϱ is  not  an open-ϱ-operation then Clய(S) ≠ ϱCl(S). Consider the space W ={p,q,r,s}and 
τ = { φ, W,{p,q}}, δPSO(X)= { φ, W,{r},{s},{r,s}}. δC(W)={ φ, W}.An operation ϱ	: δPSO(W) →P(W)  is defined as follows, 
for each 
H ∈	δPSO(W) 

  Hய=൜δclH,			if		s ∈ H		
H,								݂݅	ݏ ∉ ܪ  

ϱ	O(W) = { φ, W,{r}} 
ϱ	C(W) = { φ, W,{p,q,s }}.Here operation ϱ is not  anopen-ϱ	-operation. For a subset S={p,s} ,Clய(S)=W andϱ	Cl(S)={p,q,s 
}. Thus,Clய(S) ≠ ϱCl(S). 
 
CONCLUSION 
 
In this paper, we introduced  ϱ operation on δPS-open sets. We analysed ϱ -open sets,	ϱ	-regular spaces, and  some 
topological  properties of ϱ -open sets especially ϱ	-limit points,ϱ –closure and  Clய. 
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A vehicle tracking system has been designed for rescue in case of the accident using Internet of Things 
(IoT). The IoT is a promising technology having the ability to change human life. A vehicle tracking 
system is one such system that enables communication and location tracking in an emergency to a 
remote vehicle. It has a Raspberry Pi embedded system for control, Global Positioning System (GPS) for 
tracking and Global System for Mobile communication (GSM) for positioning (Latitude and Longitude) 
of remote vehicle. The message is conveyed to the control room on an emergency of the in real time. The 
performance of the proposed system is verified by the prototype model designed with Raspberry Pi 
Model B+ and Wi Fi. 
 
Keywords: Internet of Things, Location Tracking, Vehicular Emergency Communication. 
 
INTRODUCTION 
 
Now the world is moving towards the smart city in which every device can communicate   24 × 7 to each other 
regardless of their hardware and software structures. Internet of Things (IoT) basically describes the interlinking of 
embedded devices with the internet and that they communicate each other. The embedded devices also have 
sensors, actuators, motors etc. to communicate with the physical environment. So, it makes the human life smarter. 
[1-4]. In this connection, the current work presents life saver system for a vehicle when emergency situation 
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occurred.  Most of life saving can’t be done during an accidents due to communication delay [5]. A GPS based 
partially automated location tracking system proposed in [6] collects information of location and send through SMS. 
A system is designed to for continuous monitoring of the vehicle by including GPS to determine the position of the 
vehicle and GSM modules to deliver the information [7]. Detection of an accident by smart sensors e.g. accelerometer 
sensor etc. and uses the phone with its 3G connection to transmit information about the accident in [8]. Intelligent 
Transportation System is proposed for future intelligent vehicles in [9]. Most of these kinds of systems does n’t have 
provision to directly contact nearest control room for emergencies to avoid delay in rescue. Google’s Geolocation [10] 
service used to get the location (latitude, longitude) in a real time basis.  
 
Proposed System 
A vehicle tracking system is designed for an emergency communication and location tracking of a vehicle in 
emergency. When a vehicle meets an accident the system starts automatically and tracks its location. It also takes 
photos with the preinstalled cameras and sends them immediately to the emergency control room. The GPS and GSM 
enable tracking of the vehicle and communicate. For the prototype design, the vehicle needs to be equipped with 
hardware for location tracking and communication. They includes Raspberry Pi Model B +  that is used as main 
development board for the vehicle, Wi-Fi for communication internet, GPS is used to track the location of the vehicle, 
an Raspberry pi camera is also used to capture images of the inner parts of the vehicle. It detects the accident by 
gyroscope sensor. The location of the accident, time and GPS coordinates are sent to the specified mobile and 
computer. The block diagram of proposed system is shown in fig. 1.  
 
Hardware Description 
The Raspberry Pi Model B+ is a small and powerful lightweight ARM1176 based computer which integrates number 
of features like improved power consumption, increased connectivity and greater IO [11].  The Raspberry Pi Model B 
has two USB2.0 ports. The ARM1176 processor is deployed. The gyroscope sensor interfaced to the raspberry pi is 
used to detect the accidents by providing signals directly to the intended receiver. A gyroscope is a spinning wheel 
or disk whose axle device based on the principles of angular momentum for measuring orientation. It is free to take 
any orientation. This orientation changes is less in response to a given external torque and can be minimized by 
mounting the device in gimbals. Regardless of any motion of the platform on which it is mounted, the orientation 
remains nearly fixed. When an accident occurs alarm gives an audible warning in the vehicle when the gyroscope 
provides the signal and message ggenerated and sent to the control room. GPS receiver [12] helps to navigate back to 
a starting point or other predetermined locations without the use of maps or any other equipment for message. Thus 
it allows collecting of location information. The location of the vehicle is shown in map in control room. The system 
uses Raspberry Pi camera module to take the snap shot of the accident location and mailed to the control room. It can 
be used to take high definition video, as well as photographs. It also has aids to fix the camera in the desired position 
and camera board protection. A 1200mA power supply will provide power to run Raspberry Pi.  The maximum 
power that can be used by the Raspberry Pi is 1000mA. Typically, the model B uses power supply between 700-
1000mA depending on peripherals that are connected. The HDMI port and the camera module require 50mA and 
250mA respectively. The system uses 1200mA power supply. 
 
Software Description 
Raspberry Pi single board computers are running with Debian based operating system and Python is an interpreted, 
object oriented, high level programming language with dynamic semantics. It is very attractive for fast application 
development because of its built in high level data structures with dynamic typing and dynamic binding. It has easy 
syntax for learning and supports modules and packages. It encourages program modularity and code reuse. The 
standard library and interpreter of Python are available in binary form without charge. It offers increased 
productivity, no compilation step, incredibly fast edit-test-debug cycle and. easy debugging. It will never cause a 
segmentation fault instead, when an error is discovered by the interpreter, it raises an exception. When the program 
is not able to catch the exception, a stack trace is printed by the interpreter. A source level debugger allows check up 
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of local and global variables, arbitrary expressions evaluation, breakpoints set, at a time step through the code a line 
and so on. A proposed system is controlled by Python program and the pseudo code of the same is given below.  
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IMPLEMENTATION AND RESULTS 
 
A vehicular emergency communication is necessary for proper safety and livelihood. The proposed system’s 
prototype model is designed and shown in fig.2. Other very important feature of the system is the emergency camera 
in a vehicle. To store all necessary information on vehicle it needs databases. The information on the message 
generated in the on board of the vehicle and communicated to control room is given in fig.3. After generating the 
emergency message the system delivers the message to the emergency control room. The proposed system is able to 
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send automatic message to the control room with all relevant information of an emergency. The message gives 
emergency location to the control room that helps for the earliest reach to the location. The following screenshot fig. 4 
shows the execution of the python programming during the emergency situation. The fig.5 shows the message 
received at the control room. The snapshots of the situation is received through Mail in the control room shown in 
the fig. 6  
 
CONCLUSION 
 
An emergency communication and location tracking system for a vehicular on road is proposed in this work with 
Raspberry pi model B+ processor and Wi Fi. The prototype model may also be used with existing infrastructure in 
the vehicle by providing Wi Fi. This proposed system is able to send emergency message with image and location 
map from a vehicle to the nearby control room. The system helps in minimizing emergency delays.   
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Fig. 1 Block Diagram of the Proposed System 

 

 
Fig. 2 Experimental Kit 

 
 

 
 
 
 
 
 

Fig.3. Message Structure 
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Fig. 4 Execution of Python during Emergency 

 
Fig. 5 Control Room Message 

 

 
Fig. 6 Mail Received at the Control Room 
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Medicinal plants used in the traditional system are acquiring global attention in combination with 
modern techniques, forming a part of the overall global healthcare system. These medicinal plants are 
like hidden gems of nature that provide us with a stockpile of assorted chemicals having huge 
therapeutic potential for drug discovery. This review focuses on pharmaceutical applications and 
bioactive compounds present in Carissa carandas, Chlorophyum borivilianum, Tinospora cordifolia, Swertia 
chirata and explained modern techniques that can boost efficacy. A web-based literature review was 
conducted using scientific databases such as Pub Med, Science Direct, Web of Science, and Google 
Scholar, with ethnobotanical and ethnomedicinal survey articles listed as inclusion criteria. This review 
highlights the advancements made in the assessment of biochemical profiles. We also briefly summarize 
studies on the phytochemistry, pharmacology and technical aspect. Biologically active molecules present 
in these plants interact with the biological system and displayed significant therapeutic values. Adverse 
effects of antibiotics can be mitigated by using medicinal plants and thus guarding the cause of green 
pharmacy. Likewise, these medicinally important plants show future healthcare aspect which is also a 
need of the hour in today’s global scenario. 
 
Keywords: Traditional plants, Green Pharmacy, Bioactive compounds, Modern Techniques 
 
INTRODUCTION 
 
Medicinal practices using traditional plants have survived and thrived since time immemorial in various forms and 
has been put to use effectively in different cultures and religions. Given the current situation wherein the entire 
world is heading towards an antibiotic-resistant era and confronting new disease, there is an indispensable need for 
developing medicines, WHO, and many health organizations are looking forward to therapies from alternate 
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medicines. Most of the medicines are derived from Natural or semi-synthetic natural derivatives. The medicinal 
system of the United States of America relies on about 25% of plant constituents as well as developing countries like 
India and China reckon on 80% of plant drugs [1].India is a rich repository of medicinal plants codified around 8000 
herbal remedies. This includes approximately 7,000 plants being used in Ayurveda, 600 in Siddha, 700 in Unani, and 
30 in modern medicine. As a result, this makes India one of the 12 mega biodiverse countries of the world [2]. 
 
People have turned to herbal medicine and complementary therapy when they feel that conventional medicine has a 
shortfall. An extract from the Chinese plant Artimisia annua is used to treat malaria. Taxol is used as cancer 
chemotherapy, which is derived from the Pacific yew tree, and natural aspirin, extracted from the willow tree 
likewise there is many examples [3]. Although widely accepted, herbal plants suffer some limitations due to the 
complexities of separation, identification and quantification of plant extracts. Accordingly, several separation 
techniques and detectors are developed to improve selectivity, sensitivity and speed during extract separation. In 
this study, we reviewed some Indian medicinal plants that possess effective pharmaceutical activities and are 
multipurpose plants that contain beneficial bioactive compounds that possess activity against various diseases and 
help in improving livelihood and justify their use as traditional medicine.  
 
Carissa carandas, Chlorophytum borivilianum, Tinospora cordifolia and Swertia chirata have demonstrated pharmaceutical 
applications, bioactive compounds, and have made advancements in the assessment of biochemical profiles, 
especially using bioactive compounds. The importance of analytical methods in providing correct and reliable 
information about the biochemicals of medicinal plants whose chemistry is still poorly known or described is also 
emphasised. Techniques such as thin layer chromatography (TLC), high performance thin layer chromatography 
(HPTLC),high-performance liquid chromatography (HPLC), gas chromatography (GC), spectrophotometry, near-
infrared spectroscopy (NIRS), nuclear magnetic resonance spectroscopy (NMR), fluorimetry and phosphorimetry, 
electrochemical, kinetic analysis, electrophoretic evaluation, flow injection and sequential injection analysis 
Chromatographic approaches, particularly liquid chromatography (LC), are the preferred methods for bio-analytical 
monitoring of drugs in biological materials. Continuous development of other hyphenated techniques such as ultra-
high-performance LC (UHPLC), ion mobility (MS), etc are relevant and efficient, with the application of hyphenated 
techniques.  
 
Therapeutic potential of Carissa carandas, Chlorophytum borivilianum, Tinospora cordifolia, Swertia 
chirata present status and perspectives 
 
Bioactive compounds isolated from four commercially available medicinal plants 
Bioactive compounds identification and isolation over the years has been an important research area for study, that 
assist the discovery of novel chemicals. Bioactive compounds of the four medicinal plants of interest mentioned 
based on available ethnobotanical literature. 
 
Carissa carandas 
The earlier report on Carissa carandas revealed several bioactive compounds including Lanostane triterpenoid, 
naringin, stigmasterol, lupeol, oleanolic, carrissone, scopoletin, triterpene carandinol isolated using different 
chromatographic techniques. As a follow up to the established reports, researchers have developed and validated 
different systems for quantification of these compounds including chromatography and spectroscopy approaches. In 
these studies, lupeol, stigmasterol, and b-sitosterol were estimated from the fruit of Carissa carandas by the HPLC-
DAD method with a PDA detector. Furthermore, lanostane triterpenoid showing adaptogenic activity was isolated 
from fruit and characterized by combinational spectroscopic (UV, IR, 1H, 13C NMR and MS)methods [17].Cyanidin-
3-O-glucosideis an anthocyanin compound identified in the fruit of Carissa carandas was characterized in coupling 
with HPLC and HRMS [18]. In addition to the aforementioned bioactive compounds GC method coupled with high-
resolution mass spectroscopy and FT-IR is used to reveal steroid derivative 20-hydroxypregnan 18-oic acid which 
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was found to show potent scavenging activity [19].Comprehensive UPLC-MS/ MS is used to chemo profiled leaf of 
Carissa carandas and to isolate naringin (NG) from different chromatography techniques that show anti-inflammatory 
activities [20]. In some more study UV, IR, Mass, 1H-NMR, 13C-NMR, HMQC and HMBc are used to characterized 
des-Nmethylnoracronycine, an acridone alkaloid, carissone, carindone, lupeol besides stigmasterol, ursolic acid and 
its methyl ester from roots of Carissa carandas [21]. 
 
Tinospora cordifolia 
Earlier research outlined seven compounds 11-hydroxymustakone, N-methyl-2-pyrrolidone, N-formylannonain, 
cordifolioside A, magnoflorine, tinocordiside, syringin obtained by Tinospora cordifolia stem, validated by nuclear 
magnetic resonance (NMR) and mass spectrometry (MS), whereas cordifolioside A and syringin have been reported 
to possess immunomodulatory activity [22]. In another study cordifolide A, a novel unprecedented sulfur-containing 
clerodane diterpene glycoside, along with two new diterpene glycosides, cordifolides B and C, and four known 
analogues, were purified by RP-18 column and confirmed by NMR and single-crystal X-ray crystallographic analysis 
[23]. Normal phase chromatography purification led to the isolation of N-formylannonain, magnoflorine, 
jatrorrhizine, palmatine, 11-hydroxymustakone, cordifolioside A, tinocordiside, yangambin and characterized based 
on NMR and mass spectroscopic techniques that show anticancer activity against KB and CHOK-1 [24]. Berberine a 
compound present in Tinospora cordifolia was analysed and quantified through LCMS-QTOF further its presence was 
confirmed by ESI-MS spectra [25]. On the contrary, combining direct analysis in real-time (DART) ion source 
coupled to high-resolution time-of-flight (TOF) mass spectrometer (MS) along with multivariate analysis was 
developed and applied for metabolic fingerprinting and screening of the major phytochemicals of Tinospora cordifolia 
[26].  
 
Swertia chirata 
The chemical profile of Swertia chirata shows xanthone and its nine-derivative isolated from roots and aerial parts 
was established by spectral evidence (UV, IR proton magnetic resonance, and mass spectrometry). High-
performance liquid chromatography/electrospray ionization tandem mass spectrometry (LC/ESIMS/MS) (Liquid 
chromatography/tandem mass spectrometric is used to isolate xanthone and secoiridoid glycosides contain 
mangiferin, amarogentin, amaroswerin, sweroside and swertiamarin [27]. However, Swertia chirata individually and 
in combination with other plants was evaluated using in vitro antioxidant assays and analyzed by HPLC-PDA for 
herbal formulation. The resultant data were analysed by principal component analysis (PCA) and chromatographic 
separation was performed using reversed-phase HPLC [28].  
 
Chlorophytum borivilianum 
Saponin considered as an active phytoconstituent of Chlorophytum borivilianum. Research on the isolation and 
characterization of saponin has been ongoing. Spirostane-type saponins named borivilianosides E-H (1-4) from 
Chlorophytum borivilianum were isolated together with two known steroid saponins (5 and 6), structures of 1-4 were 
elucidated using mainly 2D NMR spectroscopic techniques and mass spectrometry [29]. Conversely Infra-Red, 
Nuclear Mass Resonance, Mass spectroscopy and GC-MS analysis saponin named as Chlorophytoside-I (3β, 
5α,22R,25R)- 26-(β-D-glucopyranosyloxy)- 22-hydroxy-furostan- 12-one-3ylO-β-Dgalactopyranosyl (1-4) 
glucopyranoside [30]. Quantitative analysis of 1’-acetoxychavicol acetate (ACA) isolated from Cholorophytum 
borivilianum was performed by photodiode array and, the structure of ACA was elucidated based on the spectral 
data of 1H NMR, 13C NMR, DEPT, COSY, HMBC, HMQC [31]. Correspondingly Saponin- enriched fraction was 
confirmed by foam test and its composition was observed by ultra-high-performance liquid chromatography 
coupled with electrospray ionization quadrupole time-of-flightmass spectrometry (UPLC-ESIQ-TOF-MS/MS) [32]. 
Another promising results of AgNPs of Chlorophytum borivilianum, callus was characterized by UV–visible 
spectrophotometry, X-ray Diffraction (XRD), Atomic Force Microscopy (AFM),and Fourier Transform Infrared 
Spectroscopy [33].  
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Changing Approach to improve medicinal plant research 
Sample Preparation 
Sample preparation is the pivotal step to extract chemical constituents embedded in the matrix of plants, so for their 
extraction solvent extraction, distillation method, pressing and sublimation are some extraction method based on 
their principle. Constituents are present in very small amount, some are thermo labile, that losses at high 
temperature so there is an imperative need to adopt an advanced effective extraction method, such that we get 
greater extraction yield having a high solvent to solid ratio. A study shows that the Soxhlet extraction technique 
integrates the advantages of reflux extraction and percolation, with the concept of reflux and siphoning to extract the 
herb with fresh solvent continuously. Researchers use the Soxhlet method for extraction of Carissa carandas because 
of high extraction efficiency and consumption of less solvent as compared to maceration or percolation [34]. 
Likewise, Soxhlet is used in the extraction of Tinospora cordifolia, Swertia chirata, Chlorophytum borivilianum. In another 
study ultrasonic bath and sonicate is used to extract polyphenolic constituents from Carissa carandas, creating 
cavitation and accelerating the dissolution and diffusion of the solute as well as the heat transfer, that increase the 
efficiency of extraction, and are applicable for thermo labile and unstable compounds 
 
[35].Alternatively, a high-efficiency homogenizer is used for Carissa carandas anticancer analysis [36]. The high 
temperature and long extraction time in the extraction from Soxhlet would increase the possibilities of thermal 
degradation, successful results are shown by maceration of Tinospora cordifolia [37], Percolation is more efficient than 
maceration because it is a continuous process in which the saturated solvent is constantly being replaced by fresh 
solvent researchers used this method in the extraction of Tinospora cordifolia [38],Correspondingly use percolation in 
the extraction of Swertia chirata. Microwave-assisted extraction generates heat through ionic conduction and dipole 
rotation mechanisms, heat transfer and mass transfer are in the same direction that enhances extraction yield 
resulting in decrease thermal degradation, extraction of Swertia chirata shows microwaves assisted extraction was 
found to be higher than aqueous extraction [39]. Although these studies have some limitations thermo labile and 
volatile compounds get degraded due to the high temperature, because of which a lot of solvents get wasted, 
resulting in an improper yield, consuming lots of time [40]. Herein, modern techniques come into play which is 
designed such that they could potentially overcome the pitfalls and obstacles which have been observed while using 
older techniques like Ultrasound-assisted extraction, microwave-assisted, pulse electric field, enzyme assisted 
extraction, supercritical fluid extraction (SFC), pressurized liquid extraction (PLE), hydro distillation and steam 
distillation consume moderate solvent and possess high selectivity and conquer temperature issue. 
 
Isolation and Purification of Compounds 
Natural compounds are the mixture of bio-diversified compounds, isolation and recovery of these compounds are 
strenuous processes. The first step in this process is a selection of an ideal technique to yield a target compound. 
Based on physicochemical properties various chromatography techniques designed for isolation of secondary 
metabolites, based on acid-base properties, solubility, stability, charge and molecular size. Separation techniques like 
Low-pressure column chromatography, Ion- exchange chromatography, thin- layer chromatography, high- 
performance thin-layer chromatography, high-speed counter-current chromatography, and high-performance liquid 
chromatography are in use. In a study of steroid fraction isolated from Carissa carandas using silica 60-120, mesh size 
column chromatography possesses potent antioxidant activity with an EC50 value of (546.4µg/ml) [41].Likewise, 
naringin isolated from Carissa carandas using hydrophobic interaction chromatography on Dianion HP- 20 resin 
shows anti-inflammatory activity. Similarly, column chromatography on Dianion HP-20 was used in the separation 
of Tinospora cordifolia fractions. Priority is to work on modern isolation techniques that can resolve hindrance in the 
isolation process and prove to be more efficient. With this aim, Molecular distillation separates thermo sensitive and 
high-molecular-weight compounds, Gas chromatography is a fast and efficient method ideal for the separation of 
volatile compounds. Supercritical fluid chromatography (SFC) is a combination of GC and liquid chromatography 
(LC) that have high dissolving capability, high diffusivity and low viscosity, which enhance the separation efficiency. 
An attracted molecular imprinted technology has a unique feature that possesses high selectivity, low cost and easy 
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preparation and is used widely in the separation of natural. Simulated moving bed (SMB) chromatography uses 
multiple columns with stationary phases (bed) is a continuous separation method and a powerful tool for the large-
scale separation of natural products with the advantage of lower solvent consumption over a shorter period. Multi-
dimensional separation based on the solid-phase extraction and coupling of multiple columns with different 
stationary phases greatly improves the separation efficiency having multiple dimensional separation equipment 
becoming more rapid, efficient and automated. 
 
Analytical Techniques 
Recent trends in combination with analytical chemistry, biochemistry, bioinformatics that improve the detection and 
identification of 50-1500Da size metabolites from a biological sample and study their target site. Widespread use of 
these instruments like GC-MS, NMR, and LC-MS are highly sophisticated instruments that can read very sensitive 
signal and reproduce the data. HPLC is a separation technique coupled with a diverse detector that has substantial 
applications. HPLC hyphenated with UV-photodiode array detection and mass spectrometry is a breakthrough in 
raw plant extract analysis. A significant innovation of high-resolution mass spectrometers using Orbit rap or hybrid 
quadrupole- time-flight (Q-TOF) mass spectrometers, enabling the direct identification of the molecular formula of 
the secondary metabolites. The full phytochemical characterization of complex extracts, as well as the determination 
of the structure of secondary metabolites, can be further enhanced by the use of relatively novel and advanced 
hyphenated techniques such as LC-NMR, LC-NMR-MS, LC-SPE-NMR, LC-DAD / MS-SPE-NMR and finally LC-
HRMS-SPE-NMR. Hyphenated techniques are extremely useful in the process of dereplication, aimed at detection 
[42]. Metabolomics study of these identified compounds. 
 
Synergism and Polyherbal Formulations 
Individual constituents present in crude extract some time show inadequate therapeutic efficiency. Synergism and 
Polyherbal formulation is a concept that ameliorates therapeutic efficiency. The additive effect in combination with 
herbs enhanced pharmaceutical property and decrease toxicity as compared to an individual. Polyherbal formulation 
from Tinospora cordifolia shows the effective treatment of various diseases, it’s product Entox, Septilin possesses anti-
inflammatory activity, Diasulin, Hyponid as an antidiabetic activity, Himolin as a hepatoprotective activity, Immu -
21 as an immunomodulatory activity. Furthermore, Diabegon is a polyherbal product that constituent Swertia chirata 
used for the treatment of diabetic [43]. Along with the study, Chlorophytum borivilianum shows synergistic evidence 
on spermatogenic effect for the treatment of oligospermia leading to infertility [44,45]. In this way, the polyherbal 
formulation provides a holistic approach for the treatment of various diseases. 
 
Modifications and Optimisation of Lead Compounds 
Secondary metabolites present in a natural product have an enormous lead compound that could show 
pharmaceutical properties, but the presence of multi scaffolds structure hampers, encounter to target binding site 
that can invoke physicochemical, pharmacokinetic and biopharmaceutical properties. Therefore, molecular 
modification of these structures could be a better strategy for increasing efficiency and led to drug discovery. The 
main aspect of the design of active compounds that have full medicinal, toxicological and druggable properties, for 
these modifications, work has been performed to increase strength and selectivity, enhance solubility and 
partitioning properties, increase metabolic and chemical stability, modulate pharmacokinetic parameters, remove or 
minimize toxicity and adverse reactions, and become novel. The key aspect to design an active compound that full 
fill pharmaceutical, toxicological, and druggable properties, for this modification performed activity to raise novelty 
and intellectual property [46]. 
 

CONCLUSION AND DISCUSSION 
 
Investigation of Traditional medicinal plants for repurpose to use for the ailment of diseases by using modern 
technologies. This review summarised reassessment of some traditional medicinal plants, Carissa carandas, 
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Chlorophytum borivilianum, Tinospora cordifolia, Swertia chirata that confirmed the pharmaceutical, phytochemical and 
nutritional value of these plants. These plants have shown potential antimicrobial, antioxidant, antidiabetic, 
anticancer, anti-inflammatory etc. A lot of papers have reported on the knowledge of Carissa carandas is largely 
reported on crude extract to have very limited data on purified compounds, although research has been restricted 
only to terpenoids, so there is a need to shed light on other compounds to perpetuate traditional plants usage. 
Saponins and their derivative isolated from roots of Chlorophytum borivilianum are notably important compounds, 
bioassay-guided isolated compounds using advance techniques might help to identify more lead compounds. 
Looking way forward attention should be given to advancement for exploring more traditional medicinal plants by 
using phylogenetic analysis, using tools of bioinformatics, and searching for new lead compounds.  
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Plant 
 

Pharmacological 
activity 

Active constituents Analytical Technique References 

Carissa 
Carandas 

Antimicrobial 
activity, cytotoxic 
activity, Antidiabetic 
activity, anti-
inflammatory 
activity, 
antineoplastic activity 

Lanostane triterpenoid, 
Naringin, Stigmasterol, 
lupeol, oleanolic, 
carrissone, scopoletin, 
triterpene carandinol. 

UV, IR, 1H, 13C NMR and MS, High 
Resolution Mass Spectrometry, 
HPLC,FT-IR and GC-HRMS, UPLC-
MS/MS, UV, IR, Mass, 
1H-NMR, 13C-NMR, HMQC and 
HMBC. 

4,5 

Tinospora 
cordifolia 

Antimicrobial, anti-
inflammatory, anti-
cancer, anti-oxidant, 
hepatoprotective 
activity 

cordifolioside A and 
syringing, 
jatrorrhizine, 
palmatine, and 
magnoflorine, Bis(2- 
ethyl hexyl) 1H-
pyrrole-3,4-
dicarboxylate, N-
formylannonain, 
magnoflorine, 
jatrorrhizine, 

HPLC, normal phase 
chromatography, NMR and mass 
spectroscopic techniques, HPTLC, X-
ray crystallographic analysis 

6,7,8,9,10,11 
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palmatine, 11-
hydroxymustakone, 
cordifolioside A , 
tinocordiside and 
yangambin, palmatine 
and berberine. 

Chlorophytum 
borivilianum 

Antimicrobial 
activity, Anti-
inflammatory 
activity, aphrodisiac 
activity, Cytotoxic 
activity 

saponins, sapogenins, 
spirostane glycosides, 
furostane, Saponin 
stigmasterol, 
Spirostane-type 
saponins and 
borivilianosides E-H 
(1-4), 31% inulin-type 
fructans and 25% 
acetylated mannans. 

2D NMR spectroscopic techniques 
and mass spectrometry,  

12,13,14 

Swertia 
chirata 

Antimicrobial, 
antidiabetic, anti-
oxidant, anti-
hepatotoxicity, 
anticancer activity, 
Antiviral activity 

Xanthone, 
Triterpenoids, oleanolic 
acid and 12-
hydroxyoleanolic 
lactone. 

UV, IR. proton magnetic resonance, 
and mass spectrometry, 
highperformance 
liquidchromatography/electrospray 
ionization tandem mass 
spectrometry (LC/ESIMS/MS 

15,16 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Diagrammatic representation of Medicinal plants with their prospect to increase efficiency. 
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The sum of the absolute values of eigen values of an adjacency matrix gives the energy of a graph G. 
With the motivation of energy of a graph, we newly defined divisor degree energy of graph G. In this 
paper, we acquire the upper bounds for the divisor degree energy of certain graph such as friendship 
graph, windmill graph, lollipop graph, tadpole graph and p-barbell graph. Also, we define the divisor 
degree hyper energy of graphs. 
 
Keywords: Bounds, Energy, Divisor degree energy, Divisor degree matrix, Divisor degree hyper energy 
 
INTRODUCTION 
 
In this article, we are using a simple graph G with n vertices and m edges. Among n- vertex graph, its degree, 
maximum degree and minimum degree are denoted by di,   and  respectively. The energy of a graph [1] was first 
initiated by Ivan Gutman in 1978. This concept was appeared from Mathematical chemistry. The energy of a graph is 
got from the adjacency matrix, is defined as follows: 

An adjacency matrix of G [1], denoted by 



 ijaGAA )(  is a square matrix of order of n where    








otherwise

jvtoadjacentisivif
ija

,0

,1
. 
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The eigen values of A, which are the zeros of AI  are the eigen values of G. Since the adjacency matrix is a real 

symmetric matrix, all its eigen values are real and hence the eigen values are in non-increasing order. Then, the 
energy of G, denoted by E(G) is defined as        





n

i iGE
1

)(  . 

Also, Ivan Gutman hypothesis that among n-vertex graph G, the complete graph nK  has the maximum energy. But, 

this was contradicted by Waliker et al [2]. He clarified the concept of hyper energetic graphs that a graph with n 
vertices satisfies )()( nKEGE  . With this idea, we introduced a new energy of a graph called divisor degree 
energy [3]. For that, we newly defined a following matrix: 

A real symmetric matrix with n vertices gives divisor degree matrix )(GDD [3] of a graph G as 
















































otherwise
kdidandadjacentarekvivif

kdidandadjacentarekvivif
id
kd

kd
id

ikdd

0

,1

,

 

where  x  denotes integral part of real number x and its eigen values are in non-increasing order. The divisor degree 
energy (DDE) is defined as   





n

i iGDDE
1

)(  . 

We noticed that )(GA  and )(GDD  of regular graphs would have same eigen values of a graph G.  
 

SOME KNOWN RESULTS 
 
The following known results are required for the later part of this paper to find the upper bounds for the divisor 
degree energy of graph G. 

Theorem 2.1.[4] For a star 1,1 nK  1)1(2)1,1(  nnnKDDE . 

Theorem 2.2.[4] If G is a r-regular graph with triangle free and rn 2  then nGDDE )( . 

Proposition 2.3.[5]  If A is an nm  matrix and B is a qp  matrix, then the Kronecker product BA  is the 
nqmp  block matrix: 




















BmnaBma

BnaBa
BA







1

111
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Proposition 2.4.[5] Let A and B be square matrices of order n and m.  Let ),...,2,1( nii   and ),...,2,1( mjj   

be the eigen values of A and B respectively. Then ji  is the eigen values of BA . 

Proposition 2.5.[6,7] Let the adjacency matrices of 2,1 GG  and 3G  satisfy the condition 

)3()2()1( GAGAGA  . Then )3()2()1( GEGEGE  . 

Remark 2.6.[3,8] 

)1(2)()(  nnKDDEnKE . 

.,),( nqpKE  where qpn  . 

MAIN RESULTS  
 
In this portion, we acquire some upper bounds for the divisor degree energy of graphs and also define the divisor 
degree hyper energy of graphs. 

Theorem 3.1. For a friendship graph )(
3

pF with  12 p  vertices, then )122(22)))(
3((  pppFDDtr  and 

)1)(1())(
3(  npnpnpFDDE . 

Proof.  The divisor degree matrix of )(
3

pF is given by 







































0
010000
100000

000100
001000
000001
000010

))(
3(

nnnnnn
n
n

n
n
n
n

pFDD

















 

).122(2222)12(2)))(
3((  pppppppFDDtr  

Then by using Cauchy-Schwarz inequality,  

)122(2
1




pnp
n

i
i                                       

 
Therefore, )1)(1())(

3(  npnpnpFDDE
 

Theorem 3.2. For a windmill graph )(n
nK with  )3(,1)1(  nnnN  vertices, then 

)22(2)))(((  nnNn
nKDDtr  and .)23224())((  nnnnn

nKDDE . 

Proof.  The divisor degree matrix of )(n
nK is given by 
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Theorem 3.3. Let qpL , be lollipop graph of order )2(  pqpn . Then 

42
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Proof.  (i) The divisor degree matrix of qpL , is given by 
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Then by using Cauchy-Schwarz inequality,  
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Theorem 3.4. Let qpT , be Tadpole graph of order qpn  . Then 
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






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)3(2

45)2(23)1(22)),((





qp

qpqpTDDtr
 

(ii) Using Cauchy-Schwarz inequality,  

)3)((2
1





qpqp

qp

i
i                                       

 
Therefore, .)3)((2),(  qpqpqpTDDE
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Theorem 3.5. For p-barbell graph of order )2(2  ppn , then 

)12(22))((   ppbarbellpDDtr  and  

.)12(2)(  pppbarbellpDDE . 

Proof.  (i) The divisor degree matrix of barbellp  is  



























































011111000000
101111000000
110111000000

111011000000
111101000000
111110100000
000001011111
000000101111
000000110111

000000111011
000000111101
000000111110





























 

).2(),12(2

2)22)(1(2))((  





ppp

pppbarbellpDDtr
 

Then by using Cauchy-Schwarz inequality,  

)12(4
2

1



ppp

p

i
i                                       

 
Therefore, .)12(2)(  pppbarbellpDDE

 
Observation 3.6. The following graph represents the relation between the number of vertices 
and divisor degree energy of some standard graphs. 

 

Result 3.7. Let G be a simple graph of order n. Then .1)1(2)(  nnGDDEn  

 
Theorem 3.8. Let G be a simple, connected and planar graph with n vertices 

and m edges. Then 2
3

))2(3(2)(
3

6  nGDDEm
. 

Proof.  By result 3.7, we have .2)( mmGDDEn   
If G is a planar graph, then )3(63)(  nnGDDEm  

Now, mmGDDE 2)(           2
3

))2(3(2)(  nGDDE . 
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Also nGDDE )(                      
3

6)(  mGDDE  

Therefore,
2
3

))2(3(2)(
3

6  nGDDEm
. 

Corollary 3.9. Let G be a simple, connected and planar graph with n vertices 

and m edges having no cycle of length 3. Then .2
3

))2(2(2)(
2

4  nGDDEm
 

Theorem 3.10. Let the adjacency matrices G1, G2 and G3 satisfy the condition )3()2()1( GDDGDDGDD  . 

Then )3()2()1( GDDEGDDEGDDE  . 

Proof. Clearly, )()( nKDDEGDDE   and by using proposition 2.3, we get

)3()2()1( GDDEGDDEGDDE  . 

Definition 3.11. A graph G on n vertices is said to be divisor degree hyper energy if 1)1(2)(  nnGDDE .  

Theorem 3.12. If nS is the complement of star graph nS , then  

)2(2)(  nnSDDE   

 nSnS   is a divisor degree hyper energy matrix. 

Proof. (i) The divisor degree matrix of nS  is  










































OO
OnKDD

nSDD
)1(

)(

00000

00111

01111

01101
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











 

By proposition 2.3 and 2.4, we have )1(
00
01

)( 











nKDDnSDD   

),,0()( inSSpec   where )1,...,2,1(  nii  are  the eigen values of ,1nK  

in which 0,-1 are the eigen values of  











00
01

.  

Hence,                       ).2(2)1(
1

1

1

1
)( 









 nnKDDE

n

i
i

n

i
inSDDE   

(ii) We have, 

)1)1()2((2

)2(21)1(2)()(





nnn

nnnnSDDEnSDDE
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Using result 3.7., we get  
 

)1)1()2((2)(  nnnnSnSDDE  

Therefore, nSnS   is a divisor degree hyper energy matrix. 
 
CONCLUSION  
 
With the motivation of energy and hyper energy of graph, we defined new indices named divisor degree energy and 
found out its hyper energy called divisor degree hyper energy of graph. 
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 Figure 1. Divisor Degree Energy of some standard graphs.
 

 
 

Kanniga Devi Sundaraperumal and Nagarajan. K 
 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30566 
 

   
 
 

 

Vertex Domination in Intuitionistic Fuzzy Graphs 
 
R.Vinitha1* and B.Sreeja2 
 
1Assistant Professor, Department of Mathematics, KG College of Arts and Science, Coimbatore, Tamil 
Nadu, India. 
2II M.Sc.Mathematics, Department of Mathematics, KG College of Arts and Science, Coimbatore, Tamil 
Nadu, India. 
 
Received: 19 Feb 2021                              Revised: 04 Mar 2021                                        Accepted: 08 Mar 2021 
  
*Address for Correspondence 
R. Vinitha 
Assistant Professor,  
Department of Mathematics,  
KG College of Arts and Science, 
Coimbatore, Tamil Nadu, India. 
Email: vinitha.r@kgcas.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Let ܩ be an intuitionistic fuzzy graph. A vertex domination of IFG is a set of vertices such that every 
strong edge of the intuitionistic fuzzy graph is incident to at least one vertex of the set. In this paper we 
introduce the concept of intuitionistic fuzzy vertex domination and obtain some interesting results on 
vertex domination in intuitionistic fuzzy graphs.   
 
Keywords: Intuitionistic, Fuzzy, IFG, Vertex, graph. 
 
  
INTRODUCTION 
 
The initial definition of fuzzy graphs was proposed by Kafmann from the fuzzy relations introduced by Zadeh. Even 
though Rosenfeld introduce another elaborated definition, including fuzzy vertex and fuzzy edges, and several 
fuzzy analogs of graph theoretic concepts such as paths, cycles, connectedness and etc.  The  theory  of  domination  
in  fuzzy  graphs  was investigated by S. Somasundaramn and A. Somasundaram [8]at hand the concepts of 
independent domination, total domination, connected domination of fuzzy graphs[9]. C. Natarajan and S.K. 
Ayyaswamy introduce the strong (weak) domination in fuzzy graph [3]. The first definition of intuitionistic fuzzy 
graphs was planned by Atanassov [2]. The idea of domination in intuitionistic fuzzy graphs was investigated by 
R.Parvathi and G.Thamizhendhi. In this paper weexp and the concept of vertex domination and obtain some 
interesting results in intuitionistic fuzzy graph [7]. 
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Preliminaries 
Graph 2.1 
A graph consists of a pair of (ܸ,ܧ) where ܸ is a non empty finite set whose elements are called vertices and ܧ is a set 
of unordered pairs of distinct elements of  ܸ called edges. 
 
Dominating Set 2.2 
In graph theory, a dominating set for a graph ܩ =  is adjacent ܦ of ܸ such that each vertex not in ܦ is a subset (ܧ,ܸ)
to at least one member of ܦ. 
 
Domination Number 2.3 
The fuzzy domination number is the minimum cardinality in use over all minimal fuzzy dominating set ofܩ.   
 
Perfect Dominating Set 2.4 
A dominating set ܦ of a fuzzy graph ܩ is assumed to be a perfect dominating set if for each vertex v not in ܦ, v is 
adjacent to exactly one vertex of ܦ. A perfect dominating set ܦ of a fuzzy graph ܩ is assumed to be a minimal perfect 
dominating set if for each one vertex v inܦ ,ܦ −  is not a dominating set. A perfect dominating set with smallest {ݒ}
cardinality is call a minimum perfect dominating set. It is denoted by ߛ௣௙ set of ܩ. The cardinality of a minimum 
perfect dominating set is known the perfect domination number of the fuzzy graph ܩ. It is denoted byߛ௣௙(ܩ). 
 
Strength of the Path 2.5 
If  ݒ௜  and if they are connected using  a path  then the strength of that path is  defined as (ܧ,ܸ) =௝are vertices in Gݒ,
(min
௜,௝

௜௝	ଶߤ , max௜,௝ ௜௝) where min௜,௝	ଶߛ ௜௝ is the μ-strength of the weakest arc and max௜,௝	ଶߤ  ௜௝ is the γ – strength of the	ଶߛ

strongest arc. 
 
Isolated Vertex 2.6 
A vertex u ∈V of an Intuitionistic Fuzzy Graphܩ = ,ݑ)ଶߛ is said to be an isolated vertex if (ܧ,ܸ) (ݒ = ,ݑ)ଶߤ݀݊ܽ	0 (ݒ =
0 for all ݒ∈ܸ. (i.e.), N (u) = φ. Since the definition, we came to know that an isolated vertex was never dominating 
any other vertex in ܩ. 
 
Dominating Edge 2.7 
Let ܩ = be an intuitionistic fuzzy graph. Let ݁௜ܽ݊݀ (ܧ,ܸ) ௝݁be two edges of ܩ. We say that ݁௜dominates ௝݁, if ݁௜  is a 
strong arc in ܩ and adjacent to ௝݁ . 
 
Edge Dominating Set 2.8 
 such that ݁௜ܦ∋there exists ݁௜ ,ܦ− (ܩ) ∋If for every ௝݁ .ܩ be a minimum dominating set of intuitionistic fuzzy graph ܦ
dominates ௝݁, then ܦ is called an edge dominating set of  . The minimum intuitionistic fuzzy cardinality of all edge 
dominating set of intuitionistic fuzzy graph ܩ is identified as edge domination number and it is denoted by  ߛ௘(ܩ).   
 
Intuitionistic Fuzzy Graph 2.9 
An  intuitionistic  fuzzy  graph  is  of  the  form ܩ = ,ଶݒ,ଵݒ}= where  V ,(ܧ,ܸ) … , ܸ:ଵߤ ௡}   such thatݒ → ܸ:ଵߛ ,[0,1] →
[0,1]denote the degree of membership and non membership  of  the  element ݒଵܸ߳  respectively  and 0 ≤ (௜ݒ)ଵߤ +
(௜ݒ)ଵߛ ≤ 1 for every ݒ௜ܸ߳, (݅ = 1,2, ܧ.(݊… ⊆ ܸ × ܸ where ߤଶ:ܸ × ܸ → [0,1] and ߛଶ:ܸ × ܸ → [0,1] are such that 
௜ݒଶ൫ߤ ௝൯ݒ, ≤ (௜ݒ)ଵߤ ∧ ௜ݒଶ൫ߛ ,௝൯ݒଵ൫ߤ ௝൯ݒ, ≤ (௜ݒ)ଵߛ ∨ ௝൯, and 0ݒଵ൫ߛ ≤ ௜ݒଶ൫ߤ +௝൯ݒ, ௜ݒଶ൫ߛ ௝൯ݒ, ≤ 1. An    arc    of    an IFG  G    
is    known    an    strong   arc  if ߤଶ(ݒ௜ (௝ݒ, = (௜ݒ)ଵߤ ∧ ௜ݒଶ൫ߛ ,௝൯ݒଵ൫ߤ ௝൯ݒ, = (௜ݒ)ଵߛ ∧  .௝൯ݒଵ൫ߤ
 
Vertex Domination 
Let ܩ = ݊ be a graph with order (ܧ,ܸ) = and݉|(ܩ)ܸ| = (ݒ)isܰ ݒ Then open neighborhood of a vertex .|(ܩ)ܧ| =
ݒݑ|ݑ} ∈ (ݒ)isܰ ݒ and the closed neighborhood of a vertex ,{(ܩ)ܧ = ∪(ݒ)ܰ  The open neighborhood of a set .{ݒ}
ܵ ⊆ (ܵ)ܰ is (ܩ)ܸ =∪௩∈ௌ [ܵ]ܰ and the closed neighborhood of a set ܵ is ,(ݒ)ܰ =∪௩∈ௌ  is a private ݒ A vertex .[ݒ]ܰ
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neighbor of a vertex u in asset ܵ ⊆ ∩[ݒ]ܰ if (ܩ)ܸ ܵ =  The private neighbor set of u with respect to ܵ is defined as .{ݑ}
,ݑ]݊݌ ܵ] = ൛ݒหܰ[ݒ] ∩ ܵ =  .ൟ{ݑ}
A vertex ݑ ∈ ݓݒ ve-dominates an edge (ܩ)ܸ ∈  if (ܩ)ܧ

ݑ .1 = ݑݎ݋ݒ =  (ݓݒ is incident to ݑ) ݓ
 .(ݓݒ is incident to an edge that is adjacent to ݑ) ܩ is an edge in ݓݑݎ݋ݒݑ .2

In other words, a vertexݑ, ve-dominates the edges incident to vertices in ܰ[ݑ]. A set ܵ ⊆  is a vertex edge (ܩ)ܸ
dominating set (or simply a ve-dominating set) if for all edges ݁ ∈ ݒ there exists a vertex ,(ܩ)ܧ ∈ ܵ that ve-dominates 
݁. The minimum cardinality of a ve-dominating set of ܩ is called the vertex edge domination number. 

 
In this graph of 8 vertices and 14 edges, the vertices {B, C, D, F, H} are adjacent to at least one vertices of the set {A, G, 
E}. Hence the vertices {A, G, E} dominates the vertices {B, C, D, F, H}.   
 
Theorem 3.1 
Every vertex dominating set ܦ of an Intuitionistic Fuzzy Graph ܩ contains atleast one dominating set ܦ′ in ܩ. 
 
Proof 
Let ܦ be a vertex dominating set of Intuitionistic Fuzzy Graphܩ. Let us assume that the vertex dominating set ܦ of 
the Intuitionistic Fuzzy Graph ܩcontains no dominating set ܦ´in ܩ. This implies that any two vertices of ܦ are 
independent and non adjacent.  
Hence all ݒ௜′ݏ are not strong in	ܦ.  
Therefore for everyݒ௜ ∈ ܸ  ܦ ௜inݒ there exists no ,ܦ−
Such that ݒ௜ will not dominate ݒ௝.  
That contradicts to	ܦ.  
Therefore ܦ must contain at least one dominating set ܦ´ in ܩ. 
 
Example 3.2 
Consider a figure 
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1. The vertex a is dominated by the vertices b and e. 
2. The vertex b is dominated by the vertices a, c and d. 
3. The vertex d is dominated by the vertices b, c and e. 
4. The vertex e is dominated by the vertices a and d. 
Let ܦ′ = 	 {ܽ, ܿ} all the vertices {ܾ,݀, ݁} which are not in ܦ′ is dominated by at least one of the vertices in D. 
Hence ܦ′ is a dominating set. 
The vertices a and c represent a minimum dominating set for	ܩ.  
Hence the domination number is 2. 
Let ܦ′ = {ܽ, ݁} then  ܸ ′ܦ− = {ܾ, ܿ,݀} which implies that ܦ′ is a dominating set. 
 
Theorem 3.3 
Let ܦ be a cycle non-split vertex dominating set then(ܸ  .ܩ vertex cover includes all the vertices of (ܦ−
 
Proof 
We know that ܦ is a cycle non-split vertex dominating set of ܩ. Assume that the vertex cover of (ܸ  does not (ܦ−
include all the vertices of ܩ. Then (ܸ   may be connected or disconnected (ܦ−
 
Case(i) 
If (ܸ  contains no common vertex and is ܦ is connected then any two vertices of vertex dominating set (ܦ−
disconnected. This implies ܦ is a non-split edge dominating set. That contradicts the assumption that ܦ is a cycle 
non-split dominating set. 
 
Case(ii) 
If (ܸ  are non-adjacent and there exists ܦ is disconnected then any two vertices of vertex dominating set (ܦ−
independent vertices in ܦ. Also at least one edge of end node occurs in ܦ. This implies vertex dominating set ܦ is a 
split dominating set. That is contradiction to our assumption. 
Therefore from the above two cases, we conclude that the vertex cover of (ܸ  .ܩ must contain all the vertices of (ܦ−
 
Example 3.4 

 
 
Let ܦ = {ܽ, ܿ} and ܸ ܦ− = {ܾ,݀,݁} 
Therefore ܦ is a cycle that includes all the vertices of	ܩ.  
Hence we obtained the results. 
 
Theorem 3.5 
If ܦ is a vertex dominating set of the Intuitionistic Fuzzy Graph ܩ, then at least one vertex dominating set ܦ is a 
vertex independent set. 
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Proof 
Let ܩ be an Intuitionistic Fuzzy Graph and ܦ a vertex dominating set in	ܩ. 
 
Case(i) 
Let ܦ contain an isolated vertex ݒଵ in	ܩ, by the definition of an intuitionistic fuzzy vertex independent set every ݒ௜ is 
a vertex independent set in ܩ. Obviously ܦ is a vertex independent set. 
 
Case(ii)  
Suppose ܦ is not an intuitionistic fuzzy vertex independent set. Then each vertex ݒ௜ in ܩ will be strong. Thus we get 
 .that must an intuitionistic fuzzy graph with only strong arcs, this gives a contradiction to our assumption ܩ
Therefore at least one vertex dominating set must be a vertex independent set. 
 
Theorem 3.6 
Let ܦଵ and ܦଶ be a vertex dominating set of Intuitionistic Fuzzy Graph ܩଵ and ܩଶrespectively. Then ܦଵ ×  ଶ is not aܦ
vertex dominating set ofܩଵ ×  .ଶܩ
 
Proof 
Let ܦଵ and ܦଶ be a vertex dominating set of Intuitionistic Fuzzy Graph ܩଵand ܩଶ respectively. Then ܦଵ ×  ଶ is theܦ
connected Intuitionistic Fuzzy Graph. Most of the vertices in ܦଵ ×  ଶ are strong vertices. Since the connected graphܦ
ଵܦ × ଵܩଶ is the part of the graphܦ × ଵܩ ଶ, many of the vertices ofܩ × ଵܦଶ are non adjacent to this connected graphܩ ×
ଶܦ . Also some vertices of ܦଵ × ଵܩଶ has common edge with the vertices ofܦ × ௝ݒଶ. This implies for eachܩ ∈ ܸ − ଵܦ} ×
௜ݒ ଶ} there existܦ ∈ ଵܦ} × ௝ݒ௝. This is not true for allݒ	௜dominatesݒ ଶ} such thatܦ ∈ ܸ − ଵܦ} ×  ଶ}. And then this leadsܦ
to a contradiction. Therefore ܦଵ × ଵܩ cannot become a vertex dominating set of	ଶܦ ×  .ଶܩ
 

CONCLUSION 
 
In this paper we categorized the vertex domination number of given Intuitionistic fuzzy graph. And also we have 
investigated the relationship between the vertex domination set, vertex cover and independent vertex dominating 
set. Then we proved results relating to these domination parameters. 
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A System comprises three machines M1, M2 and M3 in series is considered and the output of machine M1 
is input to the machine M2 and the output of machine M2 is input to the machine M3.When the machine 
M1 in repair state, it leads to make the machines M2 and M3 to be halted and hence the entire system is 
forced to be in idle state. This lead to the loss in the production and this can be overcome by maintaining 
the reserve inventory S1 and S2 between machines M1 and M2 and between the machines M2 and M3 
respectively. Considering the related holding cost and idle time cost the optimal reserve inventories 
ଵܵ෡ܽ݊݀ܵଶ෡   are obtained under theassumption that the machine M1 only under the repair state and the 

repair time is a random variable which is followed as exponential distribution. 
 
Keywords: Optimal Reserves inventory, repair time, truncation point, SCBZ property and Leibnitz rule.  
 
INTRODUCTION 
 
In inventory control theory, determining the optimal reserve inventory between two machines is an important model 
and these models have been studied by many researchers. The base model for optimal reserve between two 
machines has been initially studied by Hanssmann.F et al.,(1962).Determining the optimal reserves between more 
than two machines in series is also an inevitable method in the inventory control theory. Rajagopal and 
sathiyamoorty et al.,(2003) have studied the three machine problem and the authors have obtained the expression for 
optimal reserves between machines. 
Selvamurugan (2018) have discussed the three machines model with the assumption that the repair time of machine 
M1 is a random variable, which follows exponential distribution and satisfies the setting the clock back to zero 
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property. The authors also assumed that the truncation point itself a random variable and it is followed as uniform 
distribution and with these assumptions the expression for optimal reserves have been obtained. 
 
Notations  
S1 : Reserve inventory between M1 and M2. 

S2 : Reserve inventory between M2 and M3. 
h1 : Cost per unit time of holding per unit of reserve inventory S1. 
h2; Cost per unit time of holding per unit of reserve inventory S2. 
d1 : Cost per unit time of idle time of machine M2. 

d2 : Cost per unit time of idle time of machine M3.µ :Mean time interval between successive breakdowns of machine 
M1 , assuming exponential distributions of inter-arrival times.  
t : Continuous random variable denoting the repair time of M1  with probability density function g(.) and CDF G(.).  
r1 : Constant consumption rate per unit time of machine M2. 

r2 : Constant consumption rate per unit time of machine M3. 

T : Random variable denoting the idle time of M2 and M3.  

 
Model I 
In this model, the same three machines problem is taken up with the novel concept, the so called SCBZ properly is 
applied to the probability function of the repair time of Machine M1. In doing so, the probability function of the 
repair time of machine M1 is assumed to follow exponential distribution and which takes a parametric change 
(SCBZ) after the truncation point. It is also assumed that the truncation point itself a random variable, which follows 
uniform distribution. Thus the pdf of the repair time is 

g(t,ߠ) = ቊ ఏ௧ି݁ߠ , ݐ݂݅ > ଴ݐ
ݐ݂݅,			ఏ∗௧݁௧బ(ఏ∗ିఏ)ି݁∗ߠ > ଴ݐ

 

Where t0 is a random variable denoting that truncation point, which follows uniform distribution (a, b). Hence the 
p.d.f of repair time can be stated as  

g(ݐ)=݃(ߠ,ݐ)ܲ(ݐ≤t଴)+݃(ݐ,θ∗)ܲ(ݐ>t଴)                                                              

g(t) = θeିθ୲ ൬
1

b − a൰
(b− t) + θ∗eିθ∗୲e୲బ(θ∗ିθ)ቌන

1
b − a dt଴

ୠ

୲

ቍ 

The expected cost is given by 

(ܥ)ܧ = ℎଵ ଵܵ + ℎଶܵଶ +
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−
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This model has been discussed by Selvamurugan.C (2018). 
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RESULTS 
In this Model, it is assumed that the repair time of machine M1 is a random variable and it undergoes parametric 
change of distribution in the sense that the repair time changes its probability distribution after a certain change 
point (truncation point).In doing so before the truncation point the repair time distribution is exponential and it 
changes to Erlang (2) after the truncation point. 

Hence, 

(ݐ)݃ = ቊ݁ߠ
ିఏ௧ ݐ																				,			 ≤ ଴ݐ

ݐ			,ఏ∗௧݁௧బ(ఏ∗ିఏ)ି݁∗ߠ > ଴ݐ
  

If   t0 is a random variable denoting that truncation point and it is assumed to be followed as exponential with 
parameter ߣ, then the probability density function of the repair time can be written as 

(ݐ)݃ = ݐ)݌(ߠ,ݐ)݃ ≤ (଴ݐ + ݐ)݌(∗ߠ,ݐ)݃ >  (଴ݐ
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Solving the equations (7) and (8) numerically by taking fixed value for h1, h2, r1, r2, d1,d2,ߤ,  the optimal value of ∗ߠ&	ߠ,ߣ

ଵܵ෡̇&	ܵଶ෢  can be obtained. 
 
Numerical Illustrations 
The variations in the values of ଵܵ෡̇&ܵଶ෡ consequent to the changes in the parameter h1, h2, r1, r2, d1,d2,,ߤ,  have∗ߠ݀݊ܽߠ,ߣ
been studied by taking the numerical illustrations.  The tables and the corresponding curves are given. 
 
Case (i) For the fixed values of ℎଵ = 30,ℎଶ = 10,݀ଵ = 50,݀ଶ = 60, ଵݎ = 2, ଶݎ = ߠ,2 = ∗ߠ,1.2 = ߤ,1.2 = ߣ,1.0 = 1.	The 
variations in the values of the optimal reserve inventory ଵܵ෡̇&ܵଶ෡ for various values of h1 is shown in the table. 
 
Case(ii)For the fixed values of ℎଵ = 30,ℎଶ = 10,݀ଵ = 50,݀ଶ = 60, ଵݎ = ଶݎ,2 = ߠ,2 = ∗ߠ,1.2 = ߤ,1.2 = ߣ,1.0 = 1.	The 
variations in the values of the optimal reserve inventory ଵܵ෡̇&ܵଶ෡ for various values of h2 is shown in the table. 
 
Case(iii)For the fixed values of ℎଵ = 30,ℎଶ = 10,݀ଵ = 50,݀ଶ = ଵݎ,60 = 2, ଶݎ = ߠ,2 = ∗ߠ,1.2 = ߤ,1.2 = 1.0, ߣ = 1.	The 
variations in the values of the optimal reserve inventory ଵܵ෡̇&ܵଶ෡ for various values of d 1 is shown in the table. 
 
Case (iv)For the fixed values of ℎଵ = 30,ℎଶ = 10,݀ଵ = 50,݀ଶ = ଵݎ,60 = 2, ଶݎ = ߠ,2 = ∗ߠ,1.2 = ߤ,1.2 = ߣ,1.0 = 1.	The 
variations in the values of the optimal reserve inventory ଵܵ෡̇&ܵଶ෡ for various values of d2is shown in the table. 
 
Case(v)For the fixed values of ℎଵ = 30,ℎଶ = 10,݀ଵ = 50,݀ଶ = 60, ଵݎ = 2, ଶݎ = 2, 
ߠ = ∗ߠ,1.2 = ߤ,1.2 = ߣ,1.0 = 1.	The variations in the values of the optimal reserve inventory ଵܵ෡̇&ܵଶ෡ for various values 
of  ߤis shown in the table. 
 
CONCLUSIONS 
 
From the tables and graphs, it is observed that i. As the inventory holding cost h1 increases, the value of ଵܵ෡  decreases 
suggesting a smaller stock level. At the same time ܵଶ෡  increases suggesting a higher inventory.  ii. If inventory holding 
cost h2 increases then a higher value of ଵܵ෡  is suggested. At the same time the value of ܵଶ෡  decreases suggesting a 
smaller stock level. iii If d1 the shortage cost of inventory increases, a higher level of ଵܵ෡  is suggested. But a smaller 
inventory ܵଶ෡  is suggested. iv. As d2, the shortage cost of inventory increases a larger inventory  ܵଶ෡  is suggested. v. As 
The parameter µ, mean inter-arrival time between successive breakdowns is exponentially distributed and if µ is in 
increase then the optimal reserve inventory increase. A smaller inventory ଵܵ෡  is suggested. And also smaller inventory 
ܵଶ෡  is suggested. 
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Table 1.The optimal reserve inventory for varying h1 
 
 
 
 
 
 

Table 2.The optimal reserve inventory for varying  h2 

h 2 9 10 11 12 

S1 0.2941 0.3776 0.4659 0.5596 

S2 1.8564 1.5752 1.3094 1.0547 

Table 3.The optimal reserve inventory for varying d1 

d1 50 60 70 80 

S1 0.3776 0.694 0.9669 1.2067 

S2 1.5752 1.2588 0.9859 0.7461 

Table 4.The optimal reserve inventory for varying d2 

d2 60 70 80 90 

S2 1.5752 1.8648 2.1179 2.3426 

h1 29 30 31 32 

S1 0.4659 0.3776 0.2941 0.2149 

S2 1.4869 1.5752 1.6587 1.7379 

Vivekanandan and Sachithanantham 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30578 
 

   
 
 

Table 5.The optimal reserve inventory for varying ࣆ 

 1.2 1.1 1.0 0.9 ߤ

S1 0.5596 0.3776 0.2149 0.0682 

S2 1.5909 1.5752 1.5604 1.5461 
 

 

 

 

 

 

The picture of the system of the current studying model can be depicted as under 

 
Fig.1.The optimal reserve inventory for varying h1 

 
Fig.2.The optimal reserve inventory for varying h2 

 
Fig.3.The optimal reserve inventory for varying d1 

 
Fig.4.The optimal reserve inventory for varying d2 

0

0.5

1

1.5

2

29 30 31 32
0

0.5

1

1.5

2

9 10 11 12

0

0.5

1

1.5

2

50 60 70 80

0

0.5

1

1.5

2

2.5

60 70 80 90

Machin
e M1 

 

Machine 
M2 

 

Machi
ne M3 
 

Reserve 
Inventory 

S1 

Reserve 
Inventory 

S2 
 

Vivekanandan and Sachithanantham 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30579 
 

   
 
 

 
Fig.5.The optimal reserve inventory for varying ࣆ 
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The construction sector has a strategic role in all developing and developed countries. At the present stage 
of economic development, one of the main components of successful industrial organizations is planning 
productivity. Increased productivity reduces the cost of work on the production unit or an increase in 
output. During the last two decades, the growth in Construction Industry is phenomenal. Construction 
projects involve huge input of resources which are primarily materials, manpower and machinery. The 
productivity level of construction industry is mostly depending upon three factors they are Manpower, 
machinery and materials. The concept of Residential Buildings has undergone a sea change with 
individual houses paving way for multi storied apartments. The important aspect of construction is that 
the duration of the projects has also reduced significantly. A project is a unique endeavor with a definite 
start and finish. Project is a specific activity on which money is spent (in form of resources i.e., men, 
materials and equipment) in the expectation of returns. The need for raw materials, cement etc. has led to 
the construction of factories. Manpower and Equipment being the other input account up to 30% of the 
project outlay. Better productivity management will produce significant improvement in meeting the 
predetermined targets of the project. Productivity Management has to be followed in every level with 
push from the top level of the project. Productivity hence is a driving force in a construction project. The 
Data required for the study have been collected from both the primary and secondary sources. This paper 
aims at measurement, study and analysis of Productivity of Manpower and Equipment in Major 
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Construction Projects and Quantification in financial terms the impact due to variance in Manpower and 
Equipment Productivity on Project Profitability.  
 
Keywords: Workers productivity, Labor, Material management, Construction, Resource, Environmental 
factors, Motivation. 
  
INTRODUCTION 
 
During the last few decades, the growth in Construction Industry is phenomenal. The Government is concentrating in 
the development of Infrastructure by constructing roads, airports, sea ports and power plants such as Hydro-Electric 
plants, Thermal Plants and Nuclear Plants. The growth rate sustained by the Government in the last decade has also 
enhanced the quality of life of the individual and thereby shopping malls, Educational institutions with modern 
teaching gadgets and Hospitals to accommodate sophisticated medical equipment are also being constructed across 
our country. The concept of Residential Buildings has undergone a sea change with individual houses paving way for 
multi storied apartments. The need for raw materials, cement etc. has led to the construction of multi-dimensional 
factories. The other important aspect of construction is that the duration of the projects has also reduced significantly. 
It is possible to construct one of the world’s largest Airports in a record time of three years with a capital outlay of 
Rs.9000 crores. Dams which took almost a decade for construction are being constructed in 30 months. It is possible to 
complete many kilometers of roads and railways in one month. The above construction adds to the Gross National 
Product (GNP) as capital assets and at the same time increase the productivity of other sectors of economy as well. 
Major construction projects involve two critical resources of manpower and equipment. A project in general, is 
bounded by the limitations of a definite scope of work and a time of completion giving certain pre-determined 
benefits to the user on completion of the project. Each activity of the project is allotted time required for its completion 
and resources like manpower, materials, know how etc. Most of the modern construction projects are multi-
disciplinary and complex in nature, both in Technical and managerial point of view. Such projects require expert 
knowledge in various fields and require more attention to the construction process. In addition, timely completion of 
the construction project is very important so as to get social benefits in time as well as starting of return on 
investment, as delay in implementation of the project adds to the interest burden on the capital investment. Hence 
Construction Management which is a large system having several subsystems like contract management, human 
resource management, finance management, productivity management, finance management for ensuring project 
completion in time as well as budgeted cost is absolute essential. Rising construction costs and labor shortages persist, 
challenging the industry to innovate competitive new ideas, while stricter regulations contribute to a reduced margin 
for error and waste. This year, the COVID-19 pandemic changed how the construction industry does business, from 
scheduling projects to hiring workers to meeting with clients. Looking forward, many industry trends will be affected 
by the fallout from the pandemic. New technology continues to change the construction site, improve the ability to 
win projects, and increase profit margins. Trends and movements are changing the roles of industry professionals 
and frontline workers. As the industry becomes more competitive and the market shifts, harnessing these 
construction trends will prove valuable for any construction firm.  
 

REVIEW OF LITERATURE 
 
A few studies on manpower and equipment productivity for major construction projects which have direct relevance 
to the current study are discussed in this section. 
 
Durdyev, S.; Ismail, S.; Kandymov, N (2018) found that Construction Labor Productivity deeply affected by various 
internal and external factors including social culture, environmental and legal constraints, inappropriate management 
actions, extreme weather, excessive overtime, and transportation conditions. 
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David Ngwoke M bazor and Sunday Okuoma Okoh (2015) observed that Productivity is a complex phenomenon at 
all levels be it individual, organised private sector or government the world over and in all spheres of human 
endeavour particularly in construction project delivery. Low productivity in the construction industry is as a result of 
diverse identifiable reasons such as; high reduction in skill level of construction workers, shift work, shortages of 
materials and equipment, change orders, labour shortages, weathers, low level of monitoring and control of projects 
etc. key factors that leads to productivity improvement in construction project delivery were analysed. These 
comprise of project planning, productivity measurement, avoidance of construction site congestion, motivation of 
workforce and good communication among others. It was therefore recommended that time management, 
application of project management tools like pert master, precedence diagram, research and development, provision 
of new equipment, plant and machinery.  
 
Wen yi& Albert P.C.Chan, (2014) studied that Labour productivity is also one of the performance indicators to assess 
the success of the construction project. Because construction is a labour intensive industry, it can be argued that the 
work force is the dominant productive resource. Thus, construction productivity is primarily dependent on human 
effort and performance. Labour productivity is important index because of concentration of labour needed to 
complete specific work.  
 
Gupta and Kansal (2014) examined the factors affecting labour productivity in construction sites in India. They 
invited professionals such as project managers, project engineers, site engineers, architects, assistance project 
managers, assistance project engineers and others who worked on the project, from management to execution level, to 
participate in a questionnaire survey. The questionnaire had four primary groups of factors, i.e. management, 
technological, human/labour and external. They found that ten factors of clarification in technical specifications 
(labour supervision, method of construction, delay in payment, labour fatigue, lack of construction managers’ 
leadership, extent of variations/change in order during execution, late arrival, early quitting and frequent 
unscheduled breaks, labour skill, and availability of experienced labour) affected construction labour productivity in 
the Chambal Region. 
 
Enshassi (2007) has listed component affecting the fluctuation of productivity into 10 factors. These factors include 
working labour force, governance, factors associated with work, inspiration factor with regards of time, materials 
resources and machinery, inadequate supervision, project related specifications, protection, quality of the worked 
achieved and other factors of the project. 
 
Jaideep Motwani (1995) research has outlined that productivity, especially in the construction industry, has always 
been very difficult to measure and control. All estimating professionals would agree that the quantity of work to be 
performed and the cost per hour for labour to perform that work can be established with considerable accuracy. 
However, it is the identifying and evaluating of the critical factors which influence productivity that provides a 
challenge. Every error in productivity estimation causes an inverse effect in the actual cost of labour to perform a 
scope of work. 
 
Productivity Definitions and Concepts 
The fundamental concept underlying all productivity measures is a comparison of the output of a production process, 
an enterprise, an industry, or an economy with the corresponding factors of production (inputs) required to generate 
that output. Productivity can be defined in many ways. In construction, productivity is usually taken to mean labor 
productivity, that is, units of work placed or produced per man-hour. The inverse of labor productivity, man-hours 
per unit (unit rate), is also commonly used 
 
Productivity issues can be divided into macro and micro level. At the macro level, one deals with contracting 
methods, labour legislation, and labour organization; at the micro-level, with the management and operation of a 
project, mainly at the job site. 
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The two most important measures of labour productivity are: 
 The effectiveness with which labour is used in the construction process; 
 The relative efficiency of labour doing what it is required to do at a given time and place. 

 
Construction Labor Productivity Measurement 
Different measures of productivity serve different purposes. It is important to choose a measure that is appropriate to 
the purpose. Productivity is generally ratio of output to input. In form of equation, it can be shown as follows: 
Productivity  = Output ÷ Input 
= Total output ÷ Total work hour 
Productivity is expressed as units of output per dollar or work-hour. At the project site, contractors are often 
interested in labor productivity. It can be defined in one of the following ways (Thomas and Mathews, 1985 cited in 
Thomas et al., 1990: 

 
a) Economic Model: Total Factor Productivity (TFP) 
(TFP)  = Total Output 
                     Labour + Material + Equipment + Energy + Capital 
b) Project Specific Model: 
Productivity =  Output 

Labour + Material + Equipment 
c) Activity Oriented Model: 
Labour Productivity = Output 

         Labour cost 
(Or) 

Labour Productivity  = Output 
Work hour 

 
Scope of the Study 
In this study, the task level productivity of Manpower and Equipment for 12 activities of civil works and 
Architectural finishes is arrived at by collecting data of manpower engaged and quantity of work done from major 
construction projects. The 12 activities are the core activities in any project which include Concreting, Reinforcement, 
Shuttering, Piling, Excavation, Brick work / Block work, Plastering, Painting, Flooring, Structural Steel Work, Back 
Filling and Waterproofing. 
 
Objectives of the Study 
The objectives of this research are: 
 To study the productivity of manpower and equipment in 12 activities of civil works and architectural finishes in 

major construction projects.  
 To record and analyze the variances in Productivity with respective to above. 
 To identify the causes and factors leading to the variances in productivity 
 To quantify in financial terms the impact of productivity in terms of percentages of Contract value.   
 To examine and classify the factors affecting productivity of manpower and equipment in major construction 

projects. 
 
Limitations of the Study 
Study is conducted in major construction projects indifferent locations of Puducherry region. Results may not be 
useful for other projects, projects being unique endeavors. After analyzing the factors leading to variance in 
productivity, it is necessary to implement the tasks eliminating these factors which may not be covered under the 
scope of this study. Time constraints limit the depth of penetration of study. The results of the study may pinpoint the 
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lack of control on part of the middle level management and hence there may be hesitation on their part to share the 
data. 
 
RESEARCH METHODOLOGY 
 
Data Source 
The present study has been carried out on the basis of data and information generated from both primary and 
secondary sources. 
 
Data Collection 
Primary data: Data was collected from major construction projects in different locations for a consecutive period of 6 
months for the twelve basic activities of construction: Concreting, Reinforcement, Shuttering, Piling, Excavation, Brick 
work / Block work, Plastering, Painting, Flooring, Structural Steel Work, Back Filling and Waterproofing. Productivity 
models based on the combined usage of manpower and equipment resources in construction for major construction 
projects indifferent locations of Puducherry region. 
 
Secondary data: Secondary data for this study was collected from various published sources like standard 
textbooks, journals, magazines, web pages, periodicals and newspapers. 
 
Sampling Technique and Size: 
In this study, the task level productivity is estimated by collecting manpower data and the quantity of work done 
against the manpower deputed. This data is taken over a span period of time of 6 months in different projects for 12 
activities. 
 
Tools of Analysis 
The data collected from different sources were processed according to the objectives laid down for the study. In this 
research work data were statistically analyse by SPSS software package. Appropriate statistical tools like percentage 
analysis, RS means, standard deviation, range and ANOVA-test were applied to analyse the data and to draw valid 
conclusions. 
 
Analysis and Interpretation 
The collected data is then analyzed in a systematic fashion project wise and activity wise using excels charts. The 
factors affecting productivity are also listed and analyzed. The financial impact on the project on account of 
productivity or lack of productivity is finally estimated. 
 
Now the impact of Manpower and equipment productivity is statically tested by one way analysis of variance has 
been employed to test. Based on the ANOVA test from the above result, it is obvious that the calculated value of “F” 
is lesser than the critical “F” value, (0.8248>2.717).It is concluded that there is significant difference between 
Manpower and equipment productivity in major construction projects. 

 
Manpower Productivity 
The table 2 showing the actual manpower productivity calculated from the data collected from the project in 
comparison to the Budget productivity and the percentage of productivity activity wise is tabulated. It is observed 
that the manpower productivity is less the benchmark productivity in most of the activities in major construction 
projects. Only in arth work (Excavation and Backfilling), the productivity is marginally higher in the project. The table 
showing the productivity is also given below for easy reference.  
 

Raja et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30585 
 

   
 
 

Equipment Productivity 
The table 3 shows the actual equipment productivity of the project in comparison to the Budget productivity and the 
percentage of productivity activity wise is tabulated. It is observed that the equipment productivity is considerably 
less the benchmark productivity in most of the activities in the major construction projects.  
 
Impact on the Project Profitability Due To Lack of Productivity 
The Financial impact on the project profitability due to lack of productivity is calculated to the projects. The summary 
of the same is presented below in form of a summary table. 
 
The table 4 shows that the overall impact in these projects is to the extent of Rs.1005 Lacs (ie Rs.10.05.Cr) which is a 
very huge amount considering the economy of our country. All measures should be undertaken to arrest this lack of 
productivity 
 

RESULT AND DISCUSSION  
 
The construction of buildings is related to the execution of various types of tasks, which require different material 
expenditures and efforts from workers, who should possess a variety of skills. The type of construction work 
performed, and the characteristics of the manpower and equipment strongly influence the time spent on performing a 
particular task. manpower and equipment resources are one of the main resources, so manpower and equipment 
productivity, as well as completeness and correctness of the executive project, plays a key role in predicting the time 
and cost of construction activities. Productivity study and analysis is a vital factor in every major construction project 
particularly for manpower and equipment which has many variables and factors affecting their efficiency. While new 
products and technologies are flooding the construction industry every day, improving the overall productivity of the 
project and the industry, the task level productivity still remains an area which needs individual attention by the 
project team to ensure that the predetermined objectives of the project are achieved. During this study, it has been 
observed that the project team is concerned about the task level productivity and want methods and tools to improve 
the efficiency and out turn from manpower and equipment resources. The novelty of the approach proposed by the 
authors is rooted in taking into account various factors that have the potential to influence the productivity of 
manpower and equipment resources. On the basis of an analysis of the literature, 12 factors having a fundamental 
impact on the productivity of manpower and equipment were selected and analyzed. This work was intended to 
study the task level productivity in major construction projects and focused to 12 particular activities which were the 
core activities of any major construction project. The impact on project profits due to productivity or lack of 
productivity of manpower and equipment resources was the cause of concern for the project team. Hence it was 
decided to study the task level productivity in 12 activities of major construction projects and estimate the impact of 
productivity on the project profitability in these projects. This study has been completed in major construction 
projects in different locations of Puducherry region and the conclusions from the study are summarized. 
 

CONCLUSION  
 
The construction industry is one of the most important and significant sectors that supports the economic 
development of a country. Productivity of manpower and equipment resources in construction projects is usually 
calculated using empirical methods, experience of personnel and in some cases the manufacturer’s recommendation. 
Manpower and Equipment Productivity is in the decline all across the world particularly in Construction work. The 
main outcome from the literature is that there is no standard definition of productivity. This study provides a guide 
for necessary steps required to improve construction labor productivity and consequently, the project performance. It 
can help improve the overall performance of construction projects through the implementation of the concept of 
benchmarks. Also, it gives an up-to-date concept of loss of productivity measurement for construction productivity 
claims. The Study identifies ways to use manpower and equipment resources in construction projects increasing the 
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productivity in major construction projects. Task Level productivity in Construction projects has to be measured, 
analyzed and improved in every project. Better productivity management will produce significant improvement in 
meeting predetermined targets. This study also identifies the factors affecting manpower and equipment 
productivity, and also the intensity of their effect. The planning factors affect the productivity more than other factors 
and need to bead dressed in construction projects, particularly in major construction projects. The findings conclude 
that there is gap in that research development in major construction project and it has not been explored in India. 
These findings motivate the researchers to go for further research in major construction project i.e., “framework for 
improving on-site construction productivity in Indian scenario”. There is a need for exploring more efficient strategies 
for improving the productivity. The biggest differentiator for builders and developers this year is likely to be 
technology in construction specifically, the innovations that can enhance efficiency. 
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Table 1 Data Collection in Major construction projects 

Sl.No Activity Description Unit 
Observation Summary 
No.of. 
Days 

Quantity Worker (Hrs) Equipment 
(Hrs) 

1 Concrete Cum 41 12128 56010 2566 
2 Reinforcement MT 41 1956.02 289320 1517 
3 Formwork Sqm 41 46819 274800 1886 
4 Piling Rmt 21 8330 2520 840 
5 Excavation Cum 21 18300 10210 1560 
6 Blockwork  Sqm 25 5955 37350 50 
7 Plastering Sqm 25 10885 28900 50 
8 Painting Sqm 20 2732 1710 16 
9 Flooring Sqm 20 353 4056 62 
10 Structural Steel work MT 20 16.49 7272 552 
11 Back Filling Cum 20 3500 5120 360 
12 Waterproofing Sqm 20 1458 1184 52 

Source: Primary data from the field survey. 

ANOVA 
      Source of Variation SS df MS F P-value F crit 

Between Groups 6.15E+10 11 5.59E+09 0.824842 0.621664 2.717331 
Within Groups 8.13E+10 12 6.77E+09 

   
       Total 1.43E+11 23         

Source: Computed. 
 
Table 2 Manpower Productivity in Major construction Projects 

Sl.No. Activity of Work 
Productivity 
Unit Standard value Percentage 

1 Concreting Cum / hr 0.30 0.20 66.67% 
2 Reinforcement Kgs / hr 8.33 6.59 79.11% 
3 Formwork Sqm / hr 0.24 0.16 66.67% 
4 Excavation Cum / hr 2.04 2.23 109.31% 
5 Piling Rmt / hr 6.67 3.31 49.63% 
6 Blockwork Sqm / hr 0.20 0.18 90.00% 
7 Plastering Sqm / hr 0.45 0.40 88.89% 
8 Painting Sqm / hr 2.00 1.56 78.00% 
9 Flooring Sqm / hr 0.10 0.09 90.00% 
10 Structural Steel Kgs / hr 3.00 2.42 80.67% 
11 Back Filling Cum / hr 0.70 0.73 104.29% 
12 Waterproofing Sqm / hr 2.00 1.18 59.00% 

Source: Computed. 
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Table 3 Equipment Productivity in Major construction projects 

Sl.No Activity  of work Equipment 
Productivity 
Unit Standard Value Percentage 

1 Concreting Concrete pump Cum/hr 30.00 16.35 54.50% 
2 Reinforcement Tower crane Kgs/hr 10000.00 7670.19 76.70% 
3 Formwork Tower crane Sqm/hr 250.00 169.66 67.86% 
4 Excavation Excavator Cum/hr 100.00 60.24 60.24% 
5 Piling Piling rigs Rmt/hr 20.00 9.92 49.60% 
6 Blockwork Tower crane Sqm/hr 200.00 132.40 66.20% 
7 Plastering Tower crane Sqm/hr 400.00 295.60 73.90% 
8 Painting Tower crane Sqm/hr 400.00 169.09 42.27% 
9 Flooring Tractor trailor Sqm/hr 8.00 5.59 69.88% 
10 Structural steel Mobile crane Kgs/hr 150.00 89.69 59.79% 
11 Back filling JCB Cum/hr 30.00 13.33 44.43% 
12 Water proofing Tower crane Sqm/hr 50.00 29.56 59.12% 

Source: Computed. 
 
Table 4 Impact of Productivity on Project Profitability  
Sl.No Description Values (Rs. Lacs) Remarks 
1 Contract Value 58200.00   
        
2 Labour cost Planned in 12 activities 2844.00   
3 Actual Labour cost expected 3612.00   
4 Overrun due to less Productivity 768.00 (A) 
5 % of Contract Value 1.32%   
6 % of Planned Labour Cost 27.00%   
        
7 Equipment cost Planned in 12 activities 317.00   
8 Actual Equipment cost expected 554.00   
9 Overrun due to less Productivity 237.00 (B) 
10 % of Contract Value 0.41%   
11 % of Planned Equipment Cost 74.76%   
        
12 TOTAL OVER RUN (A+B) 1005.00   
  % of Contract Value 1.73%   
        
Source: Computed. 
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The photonic age of the Millimeter Wave (MMW) signal in RoF transmission framework is an 
overwhelming interaction. In MMW-RoF, transformation of an optical sign to an incredibly high 
recurrence radio signal is by using photonic up-change plot. This outcome in getting the photonic age of 
Millimeter Wave. This wave is utilized for information transmission. Machzehnder modulator is utilized 
for dependable transmission to meet the presentation attributes. Reenactment is finished with the 
assistance of Opti framework programming. The presentation examination of is done to acquire results 
greatest Q-factor and less BER than the phase modulator. 
 
Keywords: Millimeter-wave, High frequency Radio signal, Photonic generator, Radio-over-fiber. 
 
INTRODUCTION 
 
The remote advances have arisen with different innovations, for example,[1] Coordinated Multipoint (CoMP) 
Transmission, Distributed Antenna System (DAS), Millimeter - Wave (MMW), Software Defined Radio (SDR), 
Software Defined Network (SDN), Cognitive Radio (CR).Plan of telecom network is the for all intents and purposes 
attainable, less unpredictable, huge data transmission, low misfortunes and financially savvy organization. The RoF 
frameworks basically need to be planned with a diminished expense and lesser operational intricacies of which is CS, 
BS and ODN. The ideal plan of RoF ought to be to such an extent that the less difficult plan frameworks. The RoF 
plan for MM-Wave age is utilizing Mach Zehnder modulator and the reproduction results are high information rate, 
high Q-factor and low BER. 
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METHODOLOGY 
 
The Radio over Fiber (RoF) [7] transmission framework mostly comprises of three areas to be specific, Central Station 
(CS), Base Station (BS) and Optical Distribution Network (ODN) or Optical Fiber Network (OFN). The Millimeter 
Wave (MM-Wave) [11] comprises of a range of Extremely High Frequencies (EHF) going from recurrence groups of 
30GHz to 300 GHz.MM waves can give high information rates up to 10 Gbps. The incredibly high radio recurrence 
transporter wave is optically created and is alluded to as the photonic age of Millimeter Wave. This optical 
transporter is used for optical information balance of the transmitter information. As demonstrated in Fig.1, the 
optically adjusted information is communicated through fiber-optic channel and the sign is identified at the collector 
end. The identified sign is changed over to electrical sign and the Millimeter Wave recurrence signal is 
communicated through the remote channel. Fig.1 shows the block diagram of of the Radio over Fiber  using MZM. 
 
RoF using Machzehnder Modulator 
Fig.2 shows the circuit design of the RoF using MZM. The continuous wave laser is utilized to produce a frequency 
of a 193.1 THz transporter signal. In the focal office (CO), a 10Gb/s baseband signal for remote assistance is blended 
in with the 30 GHz transporter. The transporter signal is given to the plentifulness modulator. The blended sign is 
applied to one of the terminals of the double cathode MZM. Simulation parameters in Table:1. Also, a baseband 
signal for wired assistance is straightforwardly taken care of into the other anode of the double cathode MZM. The 
regulated light wave is enhanced by an erbium-doped fiber intensifier before it is sent over single mode fiber and 
scattering repaying fiber. An optical band pass sift is utilized to dismiss through band enhanced unconstrained 
outflow commotion. At the base station, a fiber grinding is used to isolate these two signs and each sign is 
communicated to the relating photograph indicator. FBG with a 3-dB data transmission of 0.1nm and a reflection 
proportion of 0.99 is utilized to isolate the MM-Wave sign and BB signal. The MM-Wave and the baseband signal are 
gotten by the photograph locators at the collector end. 
 
Frequency Tupled MZ-Modulator Technique 
Fig.3 shows the circuit design of frequency tupled MZM. Optical Millimeter Wave (MM-Wave) age with the most 
noteworthy recurrence duplication factor is perhaps the most encouraging methods which can wipe out the need of 
high recurrence nearby oscillator at the focal station. The transmission Performance of the produced MM-Waves is 
assessed by regulating 10Gbps information over a Single Mode Fiber (SMF) with the assistance of Optisystem 
recreation software. Simulation parameters in Table:2.A polarization controlled CW laser source with a focal 
recurrence of 193.1 THz with 10 MHz otherworldly width and the force of the CW laser source is set to 10 dBm. The 
MZM1 is driven by a 0◦ stage moved and the MZM 2 is driven by a 45◦phase moved. The MZM 3 is driven by a 90◦ 
stage moved and the MZM 4 is driven by a 130◦phase moved. The lessening co-productive of the SMF is 0.2 dB/km. 
An optical intensifier with 20 dB acquire with a commotion figure of 4 dB is utilized to remunerate the misfortunes 
over the connection. At the base station a PIN photograph indicator with 0.7 A/W responsivity and 10 nA dull 
current is utilized to identify the regulated sign. 

 
RESULTS & DISCUSSION 
 
Building up a basically doable, less unpredictable, huge limit, low force utilization, huge data transfer capacity, high 
yield force and financially savvy transmission framework. The input wave and output Millimeter Wave spectrum 
Fig.5 to 8.This framework would be configuration to high Q factor and least BER. It very well may be accomplished 
for up to 40 km fiber transmission distance. An eye design is appeared in the above Fig. 4. This example is otherwise 
called an eye graph. It is an oscilloscope show in which an advanced sign from a beneficiary is monotonously tested 
and applied to the vertical info, while the information rate is utilized to trigger the flat range. It is supposed on the 
grounds that, for a few sorts of coding, the example resembles a progression of eyes between a couple of rails. It is an 
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apparatus for the assessment of the consolidated impacts of channel commotion and intersymbol impedance on the 
exhibition of a baseband beat transmission framework. It is the synchronized superposition of all potential 
acknowledge of the sign of interest saw inside a specific flagging stretch. From the reproduction results, it tends to be 
surmised that a MMW-RoF, with photonic age of MM-Wave Mach-Zehnder Modulator as optical modulator gives 
great execution with the deliberate boundaries, for example, Q factor and BER. An eye diagram is appeared in the 
above Fig.9. Spectrum 
 
Q factor 
Q factor measures the quality of an transmission signal in terms of its signal-to-noise ratio (SNR).Q factor is the 
difference between the mean values of the signal levels for a "1" and a "0" divided by the sum of the noise values at 
those two signal levels assuming Gaussian noise and the probability of a ‘1’ and ‘0’ transmission being equal (P(1) = 
P(0) = ½)).The greater that difference is, the higher the Q-Factor and the better the BER performance. 
 
BER: 
It is the number of bit errors per unit time. It is the number of bit errors divided by the total number of transferred 
bits during a studied time interval.  
From the simulation results, it can be inferred that design using phase modulator got high bit error and low quality 
factor compared to MZ modulator. From the graph representation in Fig.11 and comparision between the exsiting 
and proposed techniques Table.3. 
 
CONCLUSION 
 
There are numerous troublesome assignments in the planning of MMW-RoF transmission framework. By and by, 
incorporated innovation is a promising innovation that can uphold high information rate and enormous 
transmission capacity. There are a few transmission media advancements utilized for wide band arrangement 
conspires that acts like a solid competitor for the Radio-over-Fiber Transmission Systems. It offers us a chance to 
build up a MMW-RoF, with photonic age of MMW utilizing MZ modulator as optical modulator. This framework 
would be intended to meet high Q factor and least BER. The research paper, we have present a novel 16 tupled 
MMW average strategy utilizing fell blend of four LN-MZMs and concurrent RoF transmission framework. The 
eighth request sidebands are distant from everyone else produced with no optical filters. An blunder free 
transmission of 10 Gbps information more than 50 km SMF is illustrated. The framework can be essentially 
actualized for the age of optical MM-Waves and transmission of future multi-Gbps administrations to the clients. 
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Table 1:Simulation Parameters 
Components Parameters Value 
 CW Laser Frequency 

Power 
193.1THz 
10 dBm 

EDFA Gain 10.8 dB 
Single Mode Fiber Length 40 km 
Uniform fiber 
Grating 

Frequency 
Bandwidth 

193.1THz 
0.15nm 

 
Table 2:Simulation Parameters 
Components Parameters Value 
CW Laser Frequency 

Power 
193.1THz 
10 dBm 

Phase Shift 
Phase Shift 1 
Phase Shift 2 
Phase Shift 3 

Azimuth Angle 
Azimuth Angle 
Azimuth Angle 
Azimuth Angle 

0 degree 
45 degree 
90 degree 
130 degree 

Optical Fiber Length 40 km 
 
Table 3:Comparison between Existing  and  Proposed techniques 

 
 
 
 
 
 
 
 
 
 

 
 
 
 

Parameters Phase 
Modulator 

Machzehnder 
Modulator 

Q-Factor 8.55588 12.5731 

BER 5.10553e-018 1.41365e-036 
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Block Diagram 

 
Fig.1 Block Diagram of the RoF using MZM 

 
Fig.2 Circuit Design of the RoF using MZM 

 
Fig.3 Circuit Design of Frequency Tupled    MZM 

 
Fig. 4Eye Pattern Output 

 
Fig. 5 Inputwave 
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Fig.6 Output Millimeter Wave 

 
Fig.7 Input Spectrum 

 
Fig.8 Output Millimeter Wave 

 
Fig.9 Eye Diagram 

 
Fig.10 Output Millimeter Wave 

 
Fig.11 Fiber Length vs Q Factor 
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Sumerians built temples, buildings and canals. They used burnt bricks in buildings and used river water 
for irrigation. They had number systems. There were builders, architects, surveyors and mathematicians-
experts. They taught mathematics and accounting in their schools. It will be interesting to understand 
how mathematics had played in civil engineering in those days. This paper attempts a preliminary 
investigation using present form of Tamil in this regard. The study suggests that mathematics offer better 
opportunities to recover the terms in present day language forms as context are well defined. 
 
Keywords: Sumerians, buildings, architects, mathematicians, Tamil  
 
INTRODUCTION 
 
Kramer (1) introduces Sumerians of third millennium BC as endowed with unusually creative intellect and with 
unusual flair for technological inventions. He notes that Sumerians exploited the richness of river sediments 
overflow from the two major rivers for cultivation; they also used clay for brick making and plastering reed mats for 
buildings. Kramer (1) observes that any modern-day professional can identify his or her prototype in Sumerians such 
as poets, philosophers, architects, lawyers, accountants and so on. It seems that the need to keep accounting and to 
do business motivated Sumerians to invent numbers and further invented writing on clay tablets (1,2,3). Kramer 
notes research on Sumerians is incomplete and sees scope for further research. As it appears that we do not know 
who Sumerians were and where from they came and settled on the Southern parts of present Iraq. Nobody knew 
where they left and what language they spoke. The Sumerian language was discovered indirectly through other 
ancient languages not spoken now. It is also believed that nobody is speaking the Sumerian language anywhere in 
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the world (1,2). However, Pawaner, Sathasivam, Loganathan and others have seen some connection to Dravidian 
languages (4,5,6). Loganathan specifically claimed that Sumerian language was archaic form of Tamil and all Indian 
languages (6). Subsequent work by Purushothaman, Suresh, Menon showed the link as between Sumerian words 
and present form of Tamil words (7,8). Further, if we could consider cultural continuity as between Sumerians and 
Indians, we could find refinements over standard translations of Sumerian works (6,7,8,9). 
  
Sumerian culture was temple based as similar to ours in Tamilnadu (1,6). They built temples. There were temple-city 
strong relations. Each city was having ruling deities. One of a very ancient type of temple was excavated by 
archaeologists at Eridu. The temple was of simple shape and of small size 12’x15’. There were two characteristics 
which remained constant: One a niche for god emblem or statute, another an offering table in front of it (1). Later 
periods, big temples called ziggurats were built by raising platforms (1,2). New temples have been built over the 
foundation of older temples, say as in Eridu (2). It is very interesting to note that both terms to count and builder 
have common root syllables in Sumerian literature: The Sumerian word “sid” means to count, likewise the word, 
“sidim” means builder (11,12). As people from Tamilnadu, we can easily identify these words as closely sounding as 
“chith” (relating to Siddhar) and “chithim” respectively (13). Whereas, “thimmi” in Tamil is an ancient type of 
foundation. Now also, we use the word or tools, “thimms” to compact earth. Like this, we could relate only few 
words as between Tamil words and Sumerian words as found in web resources ETCSL (11) and ePSD (12). This is 
also an area for further research. However, in this paper, an attempt is made as an exploratory, preliminary study on 
few instances of construction (survey, building) and application of basic mathematics through comparing standard 
translation and as recovered in present form of Tamil. This is expected to help us deepening our understanding of 
ancient construction methods and mathematics applications in those days. 
 

RESEARCH METHOD OR APPROACH 
 
Sathasivam (5) had compared Dravidian lexicon with Sumerian words matching first few letters and meanings. 
Whereas, Purushothaman, Suresh, Menon (7,8,9) have shown further elaboration that present form of Tamil words 
could be extracted from Sumerian literature as root words as forming words in the beginning, middle or at the end; 
or by combining or by expanding as may be required to match phonetic values and meanings, allowing some 
flexibility as trial and error approach. Similar approach is used here to recover terms, poems, instructions as relating 
to few specific instances of application of mathematics and survey settings in the field. The specific situations 
considered are, one a mathematical problem- solving procedure written in early Babylonian period (10); another, a 
passage in the temple construction (11). The standard translations are compared as recovered in present form of 
Tamil further translating it to English to enable comparison. In both cases, we have transliteration and translation of 
Sumerian work in English as standard work (10,11). These are used as data to recover in present form of Tamil and 
as translated in English for comparison. By doing this way, we only expect refinement over the standard translation 
works. 
 
Case-1 Sumerian early Babylonian mathematical problem-procedure as outlined in reference (10): Let us take the 
Catalogue No. BM 13901, # 10 Obv. II  
Going through the detailed working of the problem and explanation given by Jens Høyrup (10), we can restate the 
problem so that present day high school students can solve, as: Given two squares whose sides are in the proportion 
of 7:6. What would be the sizes of the sides of these squares, if total area of these two squares is 21.25 area units? The 
answers for this problem are 3.5 and 3.0 length units, respectively for each square.  
Appendix-1 shows the transliteration and standard translation work of Jens Høyrup (10) and as recovered in present 
form of Tamil, it’s transliteration and translation for comparison, in the same order, for each line of instructions for 
the problem, procedure and solution. 
 
Case-2 The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), lines c217.471 to 481 (reference-11). 
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This set or passage was taken from ETCSL, particularly selected by searching the database for the key term, “IKU”. 
The gloss table in its standard form is taken, the first three rows for each poem showing transliteration, key terms, 
it’s gloss in English. To this two more rows are added to show as recovered in Tamil, it’s English translation, so that 
standard and Tamil forms can be compared. The ETCSL as well gives for each table or set, a consolidated translation 
in English and to compare with this a consolidated translation of Tamil work is also provided. 
 
Limitations: Whatever terms given in Tamil for the early Sumerian or Babylonian period are tentative. 
 
RESULTS 
 
Case -1 Catalogue No. BM 13901, #10 Obv. II 
The standard translation work gives eight steps as shown below: 
1. The surfaces of my two confrontations I have heaped: 21°15´.  
2. Confrontation (compared) to confrontation, the seventh it has become smaller.  
3. 7 and 6 you inscribe. 7 and 7 you make hold, 49.  
4. 6 and 6 you make hold, 36 and 49 you heap:  
5. 1`25. IGI 1`25 is not detached. What to 1`25  
6. May I posit which 21°15´ gives me? By 15´, 30´ is equal 
7. 30´to7 you raise: 3°30´ the first confrontation. 
8. 30´ to 6 you raise: 3 the second confrontation. 
 
The eight steps as seen through Tamil but translated are as shown below: 
1. To get 21.25 units of area bound by bunds by traditional methods: 
2. Small piece of land and bunds/bounds are easy to form and handle. 
3. (Consider two areas of sides or ) bunds sides of 7 and 6 each; let us multiply 7 by 7 as 49. 
4. Likewise multiply 6 by 6 as 36; add 49 to this, (we get 85, note this as 60+25 as 1,25). 
5. We don’t get any reference to this value 1,25 in the tables; do you get any spark of idea? 
6. Do you remember? We taught you, square of (0,30) is (0,15); (square of side ½ is area ¼. Note area of 21.25 is ¼ 

times of 85.) 
7. Multiplying 7 by ½ we get 3.5 as length measure of one side of bund, (bound as a square area of 12.25) 
8. Multiplying 6 by ½ we get 3 as length measure of one side of bund as bound (as a square area of 9. Totalling 

12.25+9,) we get the desired area of equal value [ 21.25 ie (21,15).]  
 
Case – 2 The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.471 
Standard Translation: 
Lines 471-481 paragraph t217.p60 
Towards the house whose halo reaches to heaven, whose powers embrace heaven and earth, whose owner is a lord 
with a fierce stare, whose warrior Ninĝirsu is expert at battle, towards E-ninnu-the-white-Anzud-bird, Gudea went 
from the south and admired it northwards. From the north he went towards it and admired it southwards. He 
measured out with rope exactly one iku. He drove in pegs at its sides and personally verified them. This made him 
extremely happy. 
As recovered through Tamil for lines 271 to 281 
The temple as arising to the sky is as equal to it 
It is true delight as we reach sky high feeling like flying 
The ruler eyes go red because of heat as close to sun but in style 
The Sangam head is our deity Ningirsu, a fact like the crown moon 
As the temple stands with the sky as it’s wings, it looks like a white bird in the open space 
The head person of the town is set to draw the square on the ground 
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Praise our village which is on the river draining plains 
If the plot is set as a square that would be great 
The expert is here to set the limits and boundary 
The work is completed using the measuring sticks, driving pins or pegs 
People show their joy by raising traditional ululation, now the plot is marked. 
 
DISCUSSION 
 
Most of the written tablets were found in Sumerian – Mesopotamian schools called e-dub-ba-a and these tablets were 
used as education or teaching materials (1, 10, 14). The tablet what we have considered (BM 13901) is also  one such 
teaching material to train students on solving mathematical problems (10). Going through the standard translation, it 
is very difficult to understand the steps as self reading material, however with peer support and instructor’s support, 
learning to solve the intended problem is possible. Note, the problem itself is not well defined but required to be 
understood, as explained in detail (10). Purushothaman and Suresh (7) have brought out mathematics teaching 
situation in Sumerian e-dub-ba-a that the teacher would go round and help them, in addition to senior students 
helping juniors. The standard translation of this problem brings out the English terms  such as confrontation, heap, 
raise and equal respectively as square area, adding, multiply and equal.  This also brings out a technical term of the 
period, IGI referring to mathematics table (10). 
 
When we look at the Tamil version, we have the advantage of going through the explanation and understanding of 
the problem as given by Jens Høyrup (10), so we can recover the instructions better. Further, we see few more tips, 
possibly, as the problem appears to be the one faced in forming agricultural fields for irrigation, not only forming 
suitable size plots but also to keep the bunds small and strong. We also find a teaching situation where students' 
attentions are drawn to a previously taught concept. We could also see a learning situation where, the teacher 
inquires the students for spark of ideas to solve the problem. We propose lots of Tamil words of which kunitham, 
idusi, edusi, samam respectively for multiplication, input, output (for squaring are of interest) and equal; these, we 
have to explore looking at more Babylonian mathematical problems to have better understanding. IGI as referred in 
standard form as to a mathematical table, we have taken that as akki in Tamil (this was proposed by Loganathan as 
eye). We can also consider these two Tamil words from Tamil lexicon (13): akkiyam meaning 14th of 15 divisions of a 
day and akkirachandani a register kept by Yama, both show some distant use of tables. Fowler and Robson (14) have 
mentioned lists of tables and an attempt was also made to see some special mathematics terms through present form 
of Tamil ( as shown in appendix-3). 
 
While we consider the second case: The building of Ninĝirsu’s temple (Gudea, cylinders A and B) (c.2.1.7), line 
c217.471. 
We find the standard version is cohesive, although the gloss gives some clues to the situations; we could see that 
some intuition had been applied while consolidation. Taking cues, similarly, the Tamil version also gives a cohesive 
picture through intuition, however, we find few sections in the narrative: The first few lines are poetic as what the 
temple would look like, as could be like an architect’s visualisation. Further some tips on the need for a square plot. 
Then how the plot was laid but with less details than what we would be wanting as engineers. Finally, the passage 
ends with people all around raising happy ululation. The last few lines would suggest that the poet was describing a 
layout marking ceremony. We have north south reference in standard version, but could not see it in the Tamil 
version. But, we see some reference to site location in a town in the lower plains of the river as we could see from the 
Tamil version. The critical search term in standard version remains as  IKU a standard area measurement ( that is 
about 0.36 hector), but the details are missing of how that was fixed at site. Whereas, the Tamil version, the same 
term IKU as in the transliteration as iku was taken to mean Tamil word igal to mean to set limits or boundary and 
alternatively as root word of vaguththal (iguththal) in Tamil for dividing land or quantities. An attempt is also made 
to recover Tamil key words as labels have been used interpreting the architect plan of Gudea ( Wikimedia commons: 
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Eninnu ), as shown in appendix-4. As we compare the standard translations and those recovered through Tamil, in 
both cases, we see refinements and we get more details. However, this is subjective and requires further studies. 
 
In previous works particularly working through terms found in Sumerian dictionary (ePSD), we have noted internal 
consistency in the form of matching meaning and phonetic value not just with one term with one meaning, but for 
one term with many meanings(7,8,9). One such term, the root syllable is, “sa” with meanings of equal, tuning music, 
half, wages etc. We could readily identify the Tamil words like samam>>equal, half; sariga ma >> tuning; 
sathamkooli>> wages and so on. Such of these root words are special which increase the confidence level. As for civil 
engineers and architects, the recovery of the Sumerian literature which runs into more than 1000 poem lines, on 
Building of Ningirsu temple would be a treasure to work on. Likewise, working further on more problems of 
Sumerian and Babylonian mathematics would help us to motivate children to take more interest on mathematics. 
Further, recovering Sumerian – Babylonian mathematical problems would show us much more of terms still we use 
at present in the field. Some of the words common to inquest and mathematics are en, en.nam, an.na that these can 
be seen in Tamil as en>>number; en.nam>>thought, what; aanaal>>but, what if and so on. These remain now as 
proposals, however requiring further studies. 
 
CONCLUSION 
 
Sumerians could be considered the first ever innovators of human kind who not only wrote about their innovations 
and left their monuments standing as testimonials. We have considered two major case studies one involving 
teaching a mathematical problem another field setting of a temple plot. We found refined information as we compare 
standard translations as with recovered through Tamil. This indicates scope for further studies both in building and 
mathematics related literature of Sumerians. As situations or context relating to mathematics are clear, opportunities 
are better while recovering the terms in present forms. 
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Appendix-1 Comparing standard and Tamil versions in the context of tablet BM 13901 #10 
Babylonian tablet BM 13901 #10, restatement of the problem in present form: Given two squares whose sides are in 
the proportion of 7:6. What would be the sizes of the sides of these squares, if total area of these two squares is 21.25 
area units? 
 
Line-11 
A: a.šàši-ta mi-it-ha-ra-ti-iaak-mur-ma 21,15 
B: The surfaces of my two confrontations I have heaped: 21°15´.  
C: அச�சிyடாமி�திகைரத�ர�அ�யா«ைறைமஆக (21,15) 
D: Acalciṭṭāmikutikaraitīramayyāmuṟaimaiāka (21,15) 
E: To get 21.25 units of area bound by bunds by traditional methods: 
 
Line-12 
A: mi-it-har-tum a-na mi-it-har-timsi-bi-a-timim-ti 
B: Confrontation (compared) to confrontation, the seventh it has become smaller.  
C: மி�|தகைரயா��க�மா{¢வ�ஆனா�நி�மதிமி�|தகைரதி�மி; சிyடாப�Ƭ{தா�நி�மதி. 
D: Mikuntakaraiyākumkam’māttuvamā�ālnim’matimikuntakaraitim’mi; ci��āpirittālnim’mati. 
E: Small piece of land and bunds/bounds are easy to form and handle. 
 
Line-13 
A: 7 ù 6 ta-la-pa-at 7 ù 7 tu-uš-ta-kal 49 
B: 7 and 6 you inscribe. 7 and 7 you make hold, 49.  
C: 7 உட} 6 தைலபy�, 7 உட} 7 அ¢உ�தாtக�ெப¯tக 49. 
D: 7 U�a� 6 talaipa��u, 7 u�a� 7 atu us tākkalperukka 49 
E: Consider two areas of  sides or bunds sides of 7 and 6 each; let us multiply 7 by 7 as 49. 
 
Line-14 
A: 6 ù 6 tu-uš-ta-kal 36 ù 49 ta-ka-mar-ma 
B: 6 and 6 you make hold, 36 and 49 you heap:  
C: 6 உட} 6 அ¢உ�தாtக�ெப¯tக 36, அ{¢ட} 49 ஐகமார�yட, 
D: 6 U�a� 6 atu us tākkalperukka 36, attu�a� 49 aikamārakū��a, 
E: Likewise multiply 6 by 6 as 36; add 49 to this, (we get 85, note this as 60+25 as 1,25). 
 
Line-15 
A: 1,25 igi 1,25 ú-la ip-pa-ta-ar mi-nam a-na 1,25 
B: 1`25. IGI 1`25 is not detached. What to 1`25 1,25 அtகி 1,25  
C: அyடவைணய��உ�இ�ைலைக~படாƫ; மி}எzண�எ}னா�, ஆனமy�� 1,25. 
D: 1,25 Akki 1,25 a��ava�aiyilu�illaikaippa�ār; mi�e��ame��ām, ā�ama��um 1,25. 
E: We don’t get any reference to this value 1,25 in the tables; do you get any spark of idea? 
 
Line-16 
A: Lu-uš-ku-un ša 21,15 i-na-di-nam 15.e 30 íb.si 
B: May I posit which 21°15´ gives me? By 15´, 30´ is equal 
C: அ�¶உ�அ ��ண�த� (21,15) சம�, இ}னஓதின� (0,30) இ�சி (0,15) எ�சி. 
D: A��uu�a�ukuku�itam (21,15) camam, i��aōti�am (0,30) i�uci (0,15) e�uci. 
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E: Do you remember? We taught you, square of (0,30) is (0,15); square of side ½ is area ¼. Note area of 21.25 is ¼ 
times of 85. 
 
Line-17 
A: 30 a-na 7 ta-na-ši-ma 3,30 mi-it-har-tum iš-ti-a-at 
B: 30´to7 you raise:3°30´ the first confrontation. 
C: 7 அத} (0,30) அைணtகநசிtகம�தி (3,30) கைரயா��இ¢த�ƫºஆ�� 
D: 7 Ata� (0,30) a�aikkanacikkamīti (3,30)karaiyākumitutīrvuākum 
E: Multiplying 7 by ½ we get 3.5 as length measure of one side of bund, bound as a square area of 12.25 
 
Line-18 
A: 30 a-na 6 ta-na-ši-ma 3 mi-it-har-tum ša-ni-tum 
B: 30´ to 6 you raise: 3 the second confrontation. 
C: 6 அத} (0,30) அைணtகநசிtகம�தி (3,00) கைரயா��சம}இ¢� 
D: 6 Ata� (0,30) a�aikkanacikkamīti (3,00) karaiyākumcama�itum 
E: Multiplying 6 by ½ we get 3 as length measure of one side of bund as bound as a square area of 9. Totalling 
12.25+9, we get the desired area equal value of 21.25 ie (21,15). 
 
Appendix-2 Building of Ningirsu – Comparing standard and Tamil versions; ETCSL glossing 
The building of Ninĝirsu’s temple (Gudea, cylinders A and B) (c.2.1.7) lines 471-481 
Translation of lines 471-481 paragraph t217.p60 
Towards the house whose halo reaches to heaven, whose powers embrace heaven and earth, whose owner is a lord 
with a fierce stare, whose warrior Ninĝirsu is expert at battle, towards E-ninnu-the-white-Anzud-bird, Gudea went 
from the south and admired it northwards. From the north he went towards it and admired it southwards. He 
measured out with rope exactly one iku. He drove in pegs at its sides and personally verified them. This made him 
extremely happy. 
 
Gloss-translation-in present form of Tamil-Tamil transliteration & translation 
Note: Proposed Tamil terms are as trials to match meaning & phonetic value that would corresponding to Tamil in 
present form. 
Link for line 471 https://etcsl.orinst.ox.ac.uk/edition2/etcslgloss.php?lookup=c217.471&charenc=gcirc 
 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.471 

e2 me-lem4-bi an-ne2 us2-sa 
e2 me-lem4 an us2 
house(hold) (awesome) radiance heaven to be adjacent 
இ�ல�ேகாய�� ேமெல¸�ப� வா}ேநƫ உசரசம� 
Temple As arising To the sky Height equal 

 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.472 

me-bi an ki-da gu2 la2-a 
me an ki gu2 la2 
essence heaven place neck to hang 
ெம�ப�ரகாச� வா} கிyட �லாவ ¢லாஉலா 
True brightness sky As nearer As we could catch We feel flying 
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The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.473 
lugal-bi en igi ḫuš il2-il2 
lugal en igi ḫuš il2 
king lord eye to be reddish to raise 
ஆ¶க� அ�ய} அtகிகz உ�ண� அய��ஒய�� 
The ruler The respected eyes Feeling heat But so high, a good sight 

 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.474 

ur-saĝ dnin-ĝir2-su me3 gal-zu-bi 
ur-saĝ nin-ĝir2-su me3 gal-zu 
hero Ninĝirsu (DN) battle skilful 
ஊƫசuக� ெத�வ�நி}கீர} �ர} ெம�ேய �ர}ப�ைற 
Assembly head Deity yours scribe skilled A fact A crown moon 

 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.475 

e2-ninnu anzud2mušen babbar2-še3 
e2-ninnu anzud babbar 
E-ninnu (TN) Anzud (DN) white 
ேகாய��நி}§ வா}��பறைவேபால ப~பரெவள�பர~©ெவzைமேசர 
Temple as it stands Sky spreading as wings The outside brightness, look like a white large bird 

 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.476 

gu3-de2-a sig-ta ba-ši-ĝen 
gu3-de2-a sig ĝen 
Gudea (RN) to be low to go 
��கள�}அ�யா அ|தசிகி�ரத�தர ப�சிவைரயஆuெக} 
Respected Chief To build the temple Set to draw the square 

 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.477 

nim-še3 u5 bi2-dug4 
nim u6 dug4 
upper (land) wonder to say 
நி�ேசƬஊƫ உ{தம� என£tகிேப�uக� 
Your village drain plains Is very good praise 

 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.478 

nim-ta ba-ši-ĝen sig-še3 u5 bi2-dug4 
nim ĝen sig u6 dug4 
upper (land) to go to be low wonder to say 

நி�தள� 
ப�சிச¢ர� 
ஆuகி} 

சிகி�ரத�ெச�ய உ}னத� £tகிேப� 

Your land As being laid To make a temple Appreciate Praise 
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The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.479 
iku zid-dam eš2 i3-ĝar-ĝar 
iku zid eš2 ĝar 
area measure right rope to place 
இக�இ�{த�வ�{த� சி{த� ஈ�வƫ அ�யuகாƫஆuேக 
To set limits boundary As prepared thought The expert Iyangar is there 

 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.480 

a2-ba ĝiš bi2-ĝar ni2-te-ni mu-zu 
a2 ĝiš ĝar ni2-te-a-ni zu 
arm tree to place himself, herself to know 
அ~ப கி��கி�கா ப�Ƭ{¢ ஆuேக ந�y�ஆண� «ைளஅ�{¢��|¢ «¸
Then Using measuring stick  Dividing Using long nail pegs Driving pins, work completed 

 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.481 
ḫul2-la-gin7 im-ma-na-ni-ib2-ĝar 
ḫul2 ĝar 
to be happy to place 
�லைவ�ர�எ¸~ப�ஆகி} இ�மைனஇ~பஆuேக 
Raising happy voice by all Now, the plot is marked, there 

 
The building of Ninĝirsu's temple (Gudea, cylinders A and B) (c.2.1.7), line c217.427 

na gal-gal-bi lagab-ba mi-ni-de6 
na4 gal lagab de6 
stone to be big slab to carry 
நாuக� க�தர�ப�Ƭ{¢ உழைலமர�க~ப�கய�²கy�பட� மி}§ேத 
We Sorted stone slabs Prepared wooden rollers and boat to transport A delightful sight! 

 
Appendix-3, Special mathematics terms in present form of Tamil, (see Fowler and Robson (14)) 
 
Given in the order of Akkadian (Sumerian)>> English standard version >> Tamil >> English Tamil version 
1. Muttarrittum>> ‘‘thing that always goes down;’’ >>«�ற�தா�வார�>> court yard, corridor, ridges, valleys, 

hip 
2. tallum>> ‘‘long transversal’’ >>த�¶�,தா¸�>> as pushing, lowering 
3. SAG.KAK-kumsˇasa-am-na-[tuna]-a´s-ha  26 15 i-[gi-gu-bu-sˇu] >> A triangle from which an eighth part is 

subtracted: 0;26 15 is its coefficient.>>சuகச|திt��அச�சா�ºசமானா£zஅ�கா 26 15 
அtகி�~�ணாª�>> as equal slanting or meeting arms or pillar, take correct or area multiplying by 26 15! 

4. ta-al-li SAG.KAK-ki 52 30 i-[gi-gu-bu-sˇu] >> The long transversal of a triangle: 0;52 30 is its coefficient. 
>>த�ள�சuகச|திt��ைக 52 30 அtகி�~�ணாª�>> the shifted arm, meeting, multiply by 26 15 

5. 2 37 30 IGI.GUB sˇa` SAG.6>>  2;37 30, the coefficient of a hexagon   >>2 37 30 அtகி�~�ணாசமாசuக 6 .. 
ஆ²சuக«ைனக�ெகாzடத��ெப¯tக 2 37 30 >> Multiply by 2 37 30 for hexagon 

6. 3 41 IGI.GUB sˇa` SAG.7 >>  3;41, the coefficient of a heptagon >>அtகி�~�ணாசமாசuக 7 
..ஏ¸சuக«ைனக�ெகாzடத��ெப¯tக 3;41 >> multiply by 3;41 for heptagon 
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Appendix-4 Interpreting the architect plan of Gudea ( Wikimedia commons: Eninnu ) 
 
Wikimedia commons: https://it.m.wikibooks.org/wiki/File:Eninnu.jpg 
Translation from Italian 
The legend was inserted by me deriving it from the reconstruction proposal elaborated by WolfgangHeimpel, in 
Journal of Cuneiform Studies 48 (1996), p. 21. 
1. Gate in front of the city (igi-uruki-šè) : ஊ¯t�ேச¯�கzஅtகி– city view 
2. Carrying arms (a-gatukulá) : ஆந�ƫ£t�ப�ள�– water source 
3. Shining door (šu-ga-lam): �க�கள�ேதாyட�- garden 
4. Door of wonders (ká-sur-ra): கவ�ைத�ர�– music tuning 
5. Bring advice (tar-sír-sír): தாƫசீƫேமள�- drums 
6. Gate of Baba (a-ga dba-ba6): அக�உ�ப�ரகார�அ~பாபாபா– prime deity 
A. Cedar portico (a-gaeren-na): அக�ஏƬஏƫஎ}ன? – lake view 
B. House of the Eagle (é-anzu-muišen): இ�ல�வா}��க¸�¬சி}– sky view 
C. House of councils (é-tar-sír-sír): இ�ல�தாƫசீƫபாட�– chorus team 
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In this paper, we defined bipolar fuzzy incidence graph (BFIG), Complete bipolar fuzzy incidence graph 
(CBFIG), size, order, domination of bipolar fuzzy incidence graph, bipolar effective incidence pair (BEIP) 
and Bipolar fuzzy incidence dominating number (BFIDN). We also explore the relation between smallest 
incidence degree, topmost incidence degree size and order of BFIG and also the relation between the 
Substantial and fragile domination in bipolar fuzzy incidence graphs. 
 
Keywords: Bipolar fuzzy graph, Fuzzy incidence graph, Fuzzy graph, domination number. 
 
INTRODUCTION 
 
A simple method to communicate data, including hookup between different companies is easily done by a graph. 
The companies are shown as vertices and connections among these vertices are characterized as an edges. The idea of 
fuzzy set was given by Zadeh's [8]. The introduction of fuzzy graph was given by   Rosenfeld [5]. Prior to fluffy sets, 
the confusions in systems were for the most part worried about separation instead of the decrease in flow. In fast 
systems, for example, the web, the issue of decrease of quality is significant than the detachment. Fuzzy graph 
hypothesis played an important part in these regions and has a lot of employments in various fields. Bang and Yeh 
worked independently on FGs [19]. For a thorough report on FGs, we may allude to the peruser [2, 4]. Order and size 
in FGs were presented by Gani [3]. Akram presented bipolar FGs [1]. Somasundaram and Somasundaram have 
started Domination in FGs by utilizing effective edges (EEs) [6]. Domination of bipolar fuzzy graph was started by 
Karunambigai, Akram, Kasilingam and shanmugam [9].Total strong (weak) domination in bipolar fuzzy graph was 
presented by Muthuraj and Kanimozhi [10]. 
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CONNECTION AMONG ORDER AND SIZE OF BIPOLAR FUZZY INCIDENCE 
GRAPHS 
 
Definition 2.1. 
Consider the BFIG   ,,G  where   and   are BFS of vertex and edges respectively and   is the BFI of G 
with both positive and negative membership values. 

    eqeq PPP
  ,min),(   and      eqeq NNN

  ,max),(   for every Vq and Ee . 

Note 2.2. 
If        0min,max qq NP

  , where Vq  is said to be in the support of P
  and N

 , 

       0min,max qrqr NP
  , where Eqr   is said to be in the support of P

  and N
 and

       0,min,,max qrsqrs NP
  , where EVqrs ),(  is said to be in the support of P

 and N
 . 

The supports of  ,   and  denoted as  
 , 

  and 
 for positive and negative membership. 

 
Definition 2.3. 
A BFIG is said to be CBFIG if     ijiiji PPP

  ,min),(   and      ijiiji NNN
  ,max),(    for each

  *),(),,(   ijiiji NP . Also ),(),( jijiji PP
   and ),(),( jijiji NN

    for each *, ij . 

 
Definition 2.4. 
Let G be a BFIG the incidence degree ( id ) of a node *

q  is defined as  



rq

PP
i qrqqd ,)(  and

 



rq

NN
i qrqqd ,)(  . The smallest id  of G is defined by        .max,min VqqdqdG N

i
P
i Ω The 

topmost id  of G is defined by        VqqdqdG N
i

P
i  min,maxΔ . 

 
Definition 2.5. 
Let   ,,G  be the BFIG. Then the order and size are defined as respectively

    



Vrqrq

NP qrqqrqGO
,,

,,,)(    and     



*

,)(


 
e

NP eeGS . 

Example 2.6.  
Let   ,,G  be the BFIG having

  ),6.0,9.0()(),5.0,6.0()(),4.0,5.0()(,,,  wvuwvu   

),2.0,4.0()(),3.0,5.0()(),4.0,5.0()(  wuvwuv  ),3.0,4.0(),( uvu
),2.0,3.0(),( uwu ),4.0,3.0(),( vuv ),1.0,5.0(),( vwv ),2.0,4.0(),( wuw
)3.0,4.0(),( wvw . Then  5.1,3.2)( GO  and  9.0,4.1)( GS . 

 
Proposition 2.7. 
In a BFIG )()( GOGS    for the positive membership values. 
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Proof: 

Let   ,,G  be a BFIG with one vertex. Then 0)()(  GOGS . i.e 

(1) )()( GOGS  . 
It is a trifling case. Accept G two or more vertices. O(G) is the whole of all incidence pairs of G. Since incidence pairs 
are multiple times of edges. Consequently, the all-out whole of all the positive enrollment estimations of the edges is 
below the all-out aggregate of all the positive enrollment estimations of the incidence pairs. 

(2) )()( GOGS   

From equations (1) and (2), we get )()( GOGS  , only for positive membership value. 
 
Proposition 2.8. 
 In a BFIG )()( GOGS    for the negative membership values. 
Proof: 

Let   ,,G  be a BFIG with one vertex. Then 0)()(  GOGS . i.e 

(1) )()( GOGS  . 
It is a trifling case. Accept G two or more vertices. O(G) is the whole of all incidence pairs of G. Since incidence pairs 
are multiple times of edges. Consequently, the all-out whole of all the negative enrollment estimations of the edges is 
greater the all-out aggregate of all the negative enrollment estimations of the incidence pairs. 

(2)     )()( GOGS   

From equations (1) and (2), we get )()( GOGS  , only for the negative membership values. 
 
Proposition 2.9. 
For any BFIG the inequality holds: )()()()( GOGSGG  ΔΩ , for the positive membership values. 

Proof. Assume   ,,G   is a BFIG with non-empty vertex set. Since )(GΩ represents 

Smallest of id and )(GΔ  denotes topmost id  of G. 

(1) )()( GG ΔΩ  . 

We know     



Vrqrq

NP qrqqrqGO
,,

,,,)(    and     



*

,)(


 
e

NP eeGS  

By definition of size of G,     



*

,)(


 
e

NP eeGS      Vqqdqd N
i

P
i  min,max  

i.e. 

(2) )()( GSG Δ  
Also, in a BFIG, G by proposition 2.1 

(3)     )()( GOGS   

From inequalities (1), (2) and (3), we obtained )()()()( GOGSGG  ΔΩ . 
 
Proposition 2.10. 
 For any BFIG the inequality holds: )()()()( GGGSGO ΔΩ  , for the negative membership values. 

Proof. Assume   ,,G   is a BFIG with non-empty vertex set. Since )(GΩ  represents 

Smallest of id and )(GΔ  denotes topmost id  of G. 
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(1)                                       )()( GG ΔΩ  . 

We know     



Vrqrq

NP qrqqrqGO
,,

,,,)(    and     



*

,)(


 
e

NP eeGS  

By definition of size of G,     



*

,)(


 
e

NP eeGS      .max,min Vqqdqd N
i

P
i   

i.e. 

(2)                                       )()( GGS Ω  
Also, in a BFIG, G by proposition 2.2 

(3)     )()( GSGO   

From inequalities (1), (2) and (3), we obtained )()()()( GGGSGO ΔΩ   for negative membership value. 
 
Proposition 2.11. 
The id  sum of all vertices in a BFIG is equal to the twice the average sum of all the incidence pairs. i.e. 

       

















 







 


Vkj

NNPP

j
i

kjkjkjkjkjkjjd
, 2

,,,
2

,,2)(
*









 

Proof. Let   ,,G   is a BFIG, where V is the subset of   , E is the subset of    and EV   

Since  )(),()( qdqdqd N
i

P
ii  , where  




rq

PP
i qrqqd ,)(   and  




rq

NN
i qrqqd ,)(  . 

              n
N

n
PNPNP

i qqqqqqqqqqqqqqqqqqqd 11113113112112111 ,,,...,,,,,,)(   
 

              n
N

n
PNPNP

i qqqqqqqqqqqqqqqqqqqd 22223223221221222 ,,,...,,,,,,)(   
. 
. 
. 

              113311 ,,,...,,,,,,)(  nnn
N

nnn
P

nn
N

nn
P

nn
N

nn
P

ni qqqqqqqqqqqqqqqqqqqd  
This implies, 

              

              
         

    11

3311

2222322322122122

1111311311211211

,,,

...,,,,,,...

,,,...,,,,,,

,,,...,,,,,,)(











nnn
N

nnn
P

nn
N

nn
P

nn
N

nn
P

n
N

n
PNPNP

n
N

n
PNPNP

Vq
i

qqqqqq

qqqqqqqqqqqq

qqqqqqqqqqqqqqqqqq

qqqqqqqqqqqqqqqqqqqd

















              
              

         
     





































11

3311

2222322322122122

1111311311211211

,,,

...,,,,,,...

,,,...,,,,,,

,,,...,,,,,,

2
2)(

nnn
N

nnn
P

nn
N

nn
P

nn
N

nn
P

n
N

n
PNPNP

n
N

n
PNPNP

Vq
i

qqqqqq

qqqqqqqqqqqq

qqqqqqqqqqqqqqqqqq

qqqqqqqqqqqqqqqqqq

qd

















by rearranging terms  
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Example 2.12. 
Let   ,,G  be the BFIG having  wvu ,, . )5.1,3.2()( 

Vq
i qd and

         
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
Vrq

NNPP

Vq
i

rqrqrqrqrqrq
qd

,, 2
,,

,
2
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. 

 
DOMINATION IN BIPOLAR FUZZY INCIDENCE GRAPHS 
Definition 3.1. 
Let   ,,G  be the BFIG is also called as bipolar effective incidence pair (BEIP) if  

      srssrssrs NP ,,,,    , Where      srssrs PPP
  , and 

     srssrs NNN
  , . 
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Definition 3.2. 
The node r of effective id  is defined as      rqrrqrrd NP

BEIP ,,,)(   . The smallest effective id  of G 

is defined by        .max,min VrrdrdG N
BEIP

P
BEIPdBEIP

Ω The topmost effective id  of G is defined by 

       VrrdrdG N
BEIP

P
BEIPdBEIP

 min,max . 

Definition 3.3. 
A vertex s in a BFIG dominates to vertex r if       srssrs PPP

  ,    and 

     srssrs NNN
  , and if a vertex r dominates to s if       rsrrsr PPP

  , and

     rsrrsr NNN
  , . The set of these types of vertices is called a bipolar fuzzy incidence dominating 

set (BFIDS) of BFIG. 
Definition 3.4. 
The Bipolar fuzzy incidence dominating number (BFIDN) is the minimum bipolar fuzzy incidence cardinality (BFIC) 
of BFIDS among all BFIDSs in G. It is represented by BFI . 
 
Example 3.5. 
Let   ,,G  be the BFIG having BFIDS are    uqDsqD ,,, 21   and  sD 3 with 

     )1.0,5.0(,  ss NP
BFI    

Definition 3.6. 
The node s of BFIG is named as an isolated node if       srssrssrs NP ,,,,    , Where 

     srssrs PPP
  , and      srssrs NNN

  ,  for all }{sVr  . Consequently, the 

isolated node does not dominate any node in BFIG on the other hand an isolated node dominates to itself. 
Definition 3.7. 
Let   ,,G  be the BFIG the complement of G is indicated by     sqssqsG NP ,,,     where 

               sqsrssqssqssqs PPPPPPP ,,,,maxmin,    and 

               sqsrssqssqssqs NNNNNNN ,,,,minmax,    . The vertex value will 

be same as G  in G . 
Example 3.8. 
Let   ,,G  be the BFIG the complement of G is indicated as G . 
 

SUBSTANTIAL AND FRAGILE DOMINATION IN BIPOLAR FUZZY INCIDENCE 
GRAPHS 
Definition 4.1.  
Let   ,,G  be the BFIG and  srq ,,  in G. If  s is Substantial dominates r or r fragile dominates s then 

the following condition satisfies,          rsrrsrsrssrs NPNP ,,,,,,     and if a vertex r Substantial 

dominates  s or s fragile dominates r  then          rsrrsrsrssrs NPNP ,,,,,,     where
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     srssrs PPP
  ,  ,      srssrs NNN

  , ,      rsrrsr PPP
  ,    and 

     rsrrsr NNN
  , .  

Definition 4.2.  
Let R alone be the subset of V is a substantial BFIDS if every vertex in V - R is substantial fuzzy incidence dominated 
by partly one vertex in R. In comparable manner, R is known as a fragile BFIDS if every vertex in V - R is fragile 
fuzzy incidence dominated by partly one vertex in R. 
Definition 4.3. 
The most minimal BFIC of a substantial BFIDS is expressed as the substantial  BFIDN and it is characterized as 
SBFI(G) or SBFI and the most minimal BFIC of a fragile BFIDS is named as the fragile BFIDN and it is characterized 
as FBFI(G) or FBFI . 
 
Theorem 4.4. 
For any CBFIG      srssrs PPP

  , with for all EsrVs  ,  the inequality given below is always 

holds P
SBFI

P
FBFI   . 

Proof. Assume  sP
  for all Vs is same then      rssr PPP

   for all Vrs , and Esr . Since  

  ,,G  be the CBFIG with      srssrs PPP
  ,  for all Vs and Esr . Thus every Vs  

is substantial as well as fragile BFIDS  is 

(1) P
SBFI

P
FBFI    

Assume  sP
  for all Vs is not same. Then CBFIG any one of the vertex substantial on other vertex

         rsrrsrsrssrs NPNP ,,,,,,     in the event that it is smallest among all the vertex then the 

BFIDS with that vertex is called fragile BFIDN that is  sPP
FBFI    with 

         rsrrsrsrssrs NPNP ,,,,,,    . Certainly, the substantial BFIDS has a vertex set other than the 

that vertex set. This means 

(2) P
SBFI

P
FBFI    

From equations (1) and (2), we get  P
SBFI

P
FBFI   . 

 
Theorem 4.5. 
 For any CBFIG      srssrs NNN

  ,  with  for all EsrVs  ,  the inequality given below is always 

holds N
SBFI

N
FBFI   . 

Proof. Assume  sN
  for all Vs is same then      rssr NNN

   for all Vrs , and Esr . Since  

  ,,G  be the CBFIG with      srssrs NNN
  ,  for all Vs and Esr . Thus every Vs  

is fragile as well as substantial BFIDS  is 

(1)    N
SBFI

N
FBFI    

Assume  sN
  for all Vs is not same. Then CBFIG          rsrrsrsrssrs NPNP ,,,,,,    from all 

the vertex  one of the vertex fragile on other vertex  in the event that it is largest  among all the vertex then the BFIDS 

with that vertex is called substantial BFIDN that is  sPN
SBFI    with 
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         rsrrsrsrssrs NPNP ,,,,,,    . Certainly, the fragile BFIDS has a vertex set other than the that 

vertex set. This means 

(2)    N
SBFI

N
FBFI    

From equations (1) and (2), we get  N
SBFI

N
FBFI    

 
Theorem 4.6. 
For a CFIG the inequalities given below is true    GGOGGO

BFIBFI ddSBFIFBFIBFI  )()(  

Proof. From definition 4.1,4.2 and 4.3 we have  the weight of BFIG is less than or equal to fragile BFIG because the 
vertices of fragile FIDS F, it weakly dominates any one of the Vertices and fragile BFI is less than or equal to 
substantial BFI 

(1)    SBFIFBFIBFI    

We know that O(G) is the  sum of BFIG and also,   
(2)      GGOGGO

BFIBFI dd  )()( ,Where

       VrrdrdG N
BFI

P
BFIdBFI

 min,max and 

       .max,min VrrdrdG N
BFI

P
BFIdBFI

  

From (1) and (2) we have 
   GGOGGO

BFIBFI ddSBFIFBFIBFI  )()(  

 
Example 4.7. 
Let   ,,G  be the BFIG having  wvu ,, . 

d(s)=(1,-1.4), d(q)=(1,-1.5), d(r)=(0.6,-1.5), O(G)=(2.6,-2), )9.0,3.0( FBFI , )7.0,8.0( SBFI ,

)9.0,3.0( BFI ,   )4.1,1(  G
BFId and   )5.1,6.0(  G

BFId  

We know that    GGOGGO
BFIBFI ddSBFIFBFIBFI  )()( . 

)5.0,2()6.0,6.1()7.0,8.0()9.0,3.0()9.0,3.0(  . 
 

APPLICATION OF BFID IN TEXTILE  
 

Assume there are five textile company are working in a city for directing new brands. In BFIGs, the vertices show the 
company and edges show the agreement conditions among the company to share the brand material. The incidence 
pair show the moving of consumer in that city from one company to other in search of brands. BFIDS (Fig. 05) of the 
diagram is the set of company's which marketing the new brands. From this way we can save the time of the 
consumer by giving the better company brands. 
 Let   ,,G  be the BFIG having 

 

).5.0,4.0(),(),1.0,4.0(),(),1.0,1.0(),(),1.0,1.0(),(),1.0,4.0(),(
),5.0,5.0(),(),1.0,3.0(),(),5.0,4.0(),(),1.0,2.0(),(

),1.0,3.0(),(),3.0,1.0(),(),3.0,2.0(),(),6.0,5.0()(),6.0,4.0()(
),7.0,4.0()(),7.0,3.0()(),7.0,2.0()(),8.0,2.0()(),7.0,6.0()(

),6.0,5.0()(),7.0,4.0()(),8.0,3.0()(),9.0,2.0()(,,,,









ecececcacacaede
deddcdcdccbc

bcbbababadecd
cebcacabe

dcbaedcba








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BFIDS = {a, b, c, e} and )9.0,2.0( BFI .The consumer can visit any of the company in the set to have their 
benefits. 
 

CONCLUSION  
 
In this paper, the possibility of bipolar fuzzy incidence, Substantial and fragile domination in bipolar fuzzy incidence 
graphs are examined. The outcomes review in this paper may be utilized to contemplate disparate BFIGs invariants. 
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Figure 1. Bipolar fuzzy incidence graph Figure 2. Bipolar fuzzy incidence graphs 
)1.0,5.0( BFI  

Rajeshwari et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30614 
 

   
 
 

 
Figure 3. Bipolar fuzzy graph G is complement of bipolar fuzzy graph G  

 

 

Figure 4. G having SBFIFBFI    Figure 5. BFI with )9.0,2.0( BFI  
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The destruction of building and structures has become an important part of construction industry due to 
which researchers having a keen interest on analyzing construction and demolition waste material, 
especially recycled concrete aggregates. The utilization of recycled concrete aggregate provides an 
environment friendly alternative solution to the construction industry. Recycled concrete aggregates are 
found to be more porous structure compared to virgin aggregate, materials rich in SiO2, have therefore 
been used to improve the strength properties of concrete.  Therefore, rice husk ash (RHA) from 
agricultural wastes, are considered. From the patterns of the X-ray diffraction (XRD) of the source 
materials (Nuaklong et al.), observed that the traces of crystalline products, including quartz (SiO2), 
anhydrite (CaSO4), calcium oxide (CaO), and magnesioferrite (MgFe2O4) were detected by the sharp peak 
feature in the XRD pattern due to the occurrence of highly amorphous silica in the material which is 
supposed to have positive effects on the geopolymer gel structure. The decreased Rice Husk Ash (RHA) 
particle size shows better effect on permeability behavior of hardened concrete. The permeability of 
water increases with the percentage of replacement of volume the finer natural aggregate with finer 
recycled aggregate (RA).In this paper, the effect of water permeability behavior of recycled aggregate 
concrete with RHA is reviewed thoroughly from experiments carried out by different authors. The 
absorption capacity of water in submerged concrete samples tend to decrease with rising days of concrete 
formation: 7, 21, and 90 days. The absorption capacity observed for 7 days of curing for U series relative 
to other series was decreasing, but the water absorption increased in the M series compared to the Co 
series at 7, 28 days of curing may be due to the existence of hygroscopic RHA particles (Givi et al.) 
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INTRODUCTION 
 
Now a day’s destruction of building and structures has become an important part of construction industry due to 
which researchers having a keen interest on analyzing construction and demolition waste material, especially 
recycled concrete aggregates. Rattanachu et al. (2020) observed that the utilization of high amount of RCA is 
considered to replace natural aggregate, which resulted in lower compressive strength. Lower resistance to corrosion 
and chloride penetration as compared to conventional concrete. Knuckling et al. (2020) has attempted to use rice 
husk ash (RHA) for the improved the permeability effect of recycled aggregate concrete and resulted that 
permeability test performed at 28 days, percentage of water absorption reduced to 50%.Givi et al.(2010) prepared 3 
series of concrete mixtures of RHA i.e., 95-micron meter and 5-micron meter particle size respectively, replacing 5 
percent to 20 percent of cement with RHA, resulting in a reduction in permeability with prolonged curing, increasing 
ages of wet curing and percentages of rice husk ash. In this paper, the effect of water permeability behavior of 
recycled a concrete aggregate with rice husk ash (RHA) reviewed thoroughly from experiments carried out by 
different authors.  
 
MATERIALS AND METHODS 
 
Nuaklong et al. (2020) used 10-M NaOH (sodium hydroxide) and Na2SiO3(sodium silicate) as alkaline activators. The 
patterns of X ray diffraction (XRD) of the source material is shown Fig 1. It can be observed that the traces of 
crystalline products, including quartz (SiO2), anhydrite (CaSO4), calcium oxide (CaO), and magnesioferrite 
(MgFe2O4) were detected by the sharp peak feature in the XRD pattern due to the occurrence of highly amorphous 
silica in the material which is supposed to have positive effects on the geopolymer gel structure. The XRD finding, 
unlike nS, shows that the RHA consists of amorphous silica with cristobalite and quartz crystal. There have been 
similar results published by He et al. (2013).  
 
In a laboratory concrete drum mixer, Givi et al. (2010) prepared mixtures of the series M and U  by compounding the 
fine material, coarse material and the powder materials (Cement and RHA). In order to test the workability 
following the mixing process, slumps obtained from fresh concrete were immediately determined. The cubes were 
prepared in the size of 100 mm edge and compacted on a vibrating table into two layers, The layers were vibrated for 
10seconds each. The molds were then covered with sheets of polyethylene, humidified for 24 h. Then the specimens 
were taken out of the mold to be cured temperature of 20oC in water till the test days. After 7, 28 and 90 days, 
compressive strength and water absorption of the concrete samples were tested. The findings stated are the complex 
of three studies.  
 
Rattanachu et al. (2020) used three dissimilar quantity fractions (20, 35 and 50 percent wt of cemented materials) of 
GRHA (Ground Rice Husk Ash) to partly replace OPC for casting the concrete. The concrete specimens were cured 
in water after casting for 1 day and divided into 3 groups: I traditional concrete (CT concrete) is concrete composed 
of natural aggregates (crushed limestone and river sand), (ii) RA concrete is concrete composed of river sand, and R-
CA, like GBA, was used to replace OPC with 20 to 50 percent watts of binder (RA20, RA35, and RA50 concrete) and 
(ii) (RB20, RB35, and RB50 concretes). 
 
RESULTS AND DISCUSSION 
 
Experiment performed by Rattanachu et. al (2020) showed that water absorption of RCA was resulted in higher 
mixing of water as compared to natural concrete, which caused weakening the strength of concrete mix. Nuaklang et 
al. (2020) noted that the microstructure of the samples became more orderly. The use of recycled concrete in the 
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geopolymer composite as coarse aggregates causes a decrease in strength and an increase in permeability. It also 
improves the workability of fresh concrete at the same time. In addition, compared with standard concrete made 
from recycled concrete aggregates, they demonstrated higher compressive strength at all ages. The rise in the content 
of silica also decreased the porosity and thus the absorption of water. Givi et al. (2010) commented that there is a 
decrease sorption rate in concrete samples submerged in water, the impact of rising days of concrete formation: 7, 21, 
and 90 days was also observed. The water absorption was decreasing at 7 days of curing for U series relative to other 
series, but there was an increase in percentage of water absorption in the M series compared to the Coseries at 7 and 
28 days of curing due to the existence of hygroscopic RHA particles.  It was suggested that increasing ages and 
percentages of RHA in both series lead to a decrease in permeability with prolonged curing period. This may be due 
to the RHA pozzolanic effect and filler effect given by both RHA series, although better results have been shown by 
the U series. 
 
CONCLUSION 
 
1. The decrease of RHA particle size shows better effect on permeability behavior of hardened concrete. 
2. The permeability of water increases with the percentage of replacement of volume of fine natural aggregate with 

fine recycled aggregate. 
3. Water absorption co-efficient is taken as a measure of permeability of water. When RHA percentage increases up 

to 10% for 7 days, it affects more.  
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Fig 1. XRD results of HCF, nS and RHA (Source: Nuaklong et al. (2020)) 
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The goal of the study was to analyze the impact of small sided games (SSG) for four weeks on the 
acceleration speed of junior soccer players. Pre test - Post test Random Design was used to assign 40 
(n=40) junior soccer players from Kendriya Vidyalaya, Churachandpur, Manipur, India as subjects were 
divided into two  equal group and provided four weeks small sided games (soccer) to the experimental 
group , The control group did not undergo any training, however. Dependent variables selected: 
Acceleration Speed was measured using the 30 mts Sprint Test. For data normality, the Shapiro-Wilk Test 
was used. Standard deviation and standard error of means were determined as the mean for Descriptive 
Statistics. In addition, One-Way Co-Variance Analysis (ANCOVA) was applied and the level of 
significance was set at 0.05. IBM SPSS program was used to compute all statistical analyses; version: 25. 
The outcome showed that small-sided soccer games have a significant effect (p<0.05) on the speed of 
acceleration (p<0.05) of junior soccer players. 
 
Keywords: Small-sided games, Acceleration Speed, Soccer players 
 
INTRODUCTION  
 
In most of the world, the soccer game called football is considered to be the most popular sport in the world. Two 
teams of eleven players are involved in soccer on a large grass field, soccer is played with a goal on both end. The 
purpose of the game is to get the soccer ball into the goal of the opposing team. The concept to soccer is that players 
do not touch the ball with their hands, with the exception of the goalkeeper, only kick, dribble or head the ball to 
advance it or score a goal. From small baby's leagues to professional and international teams, soccer is play at all 
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levels around the globe. Perhaps the most famous soccer tournament is the World Cup (Soccer: Learn all about the 
sport of Soccer n.d.), football | History, Rules, & Significant Players | Britannica n.d.). Soccer is such a game which 
demands almost all physical fitness components like speed, strength, agility, coordination, endurance, balance, 
perception, reaction time, power, aerobic and anaerobic capacity too. 
 
Small-sided games (SSG) are modified games played on reduced fields, often using adapted rules and limited 
number of players than standard football games, referred to as skill-based conditioning games or game-based 
training. Small-sided games allow for the integrated training of young soccer players in the technical and tactical 
aspects of basic development. During SSGs, the variability in movement leads to the development of a more 
generalized motor program to deal with a number of related but distinct situations. In addition, their structure and 
organisation allows them to be freely used on any surface or space of play by any category of young people (e.g., 
street football), favouring the development of skills suitable for long-term development. However, above all, they 
allow for engagement in activities deliberately designed to improve football performance. Evidence suggests that 
deliberate practice is more likely to lead to elite status when compared with more generic football-related activities 
and SSGs contribute to this specific area of talent development (Sarmento et al. 2018, Ford, Hodges, and Williams 
2009). Keeping all such things in mind the investigator thus has design the present study as: A study on effect of 
small sided soccer games on acceleration speed of junior soccer players.  
 
PURPOSE OF THE STUDY 
 
The purpose of the study was to investigate the effect of four weeks small sided games (SSG) on acceleration speed 
of junior soccer players. 
 
DESIGN OF THE STUDY 
 
Selection of Subjects  
Pre test - Post test Random Design was used by which 40 (n=40) soccer players were selected as subjects  from KVS, 
Churachandpur, Manipur, India and equally divided into two groups, namely Experimental Group (EG) Control 
Group (CG) The experimental group was trained with small sided games (soccer) for four weeks in five days per 
week.  

Training Protocol 
There were three parts of the training protocol: Warm-Up Part, Main Part and Cooling down Part. The control group 
was not given any training; this group was involved with only warming-up part. Details of training protocol has 
been given in table no. 01 
 
Assessments 
For the collection of data the selected dependent variable: Acceleration Speed was assessed by 30 mts Sprint Test 
before and after the completion of four weeks Small sided soccer games. The unit of acceleration speed was seconds. 
 
Statistical Procedure 
For normality of the data Shapiro-Wilk Test was applied. In Shapiro-Wilk Test P-value of Pre-Test and Post-Test 
Data of acceleration speed were 0.472 and 0.165 (p>0.05), that’s mean the data are approximately normal distribution.  
As Descriptive Statistics mean, standard deviation and standard error of means were calculated. Further, One-Way 
Analysis of Co-Variance (ANCOVA) was applied (Verma and Ghufran 2012); (Verma 2009). The significance level 
was set at 0.05. Lastly, all statistical analyses were computed on IBM SPSS software; Version: 25 (IBM SPSS Statistics 
25 Free Download 2017). 
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In the above table : 03 it has been found that means + standard deviations of experimental group and control group 
in pre test are  5.057 + 0.222 and 5.011 + 0.153 seconds on acceleration speed, whereas in case of post test it is 4.535 + 
0.210 and 4.858 + 0.162 seconds respectively. On the other hand standard error in pre test is 0.043 second in both 
groups respectively and in post test it is 0.042 seconds on acceleration speed in both groups. 
 
In the above table : 04 (ANCOVA) it is evident that ‘F’ value and ‘P’ value are .599 and .444 in pre-test respectively, 
where ‘P’ value (.444) is greater than 0.05 level of significance (p>0.05). That’s mean there is no significant difference 
between experimental group and control group on acceleration speed in pre-test phase. On the other hand ‘F’ values 
and ‘P’ values in post-test and adjusted post-test are 29.833, 51.947 and .000, .000 respectively, where ‘P’ values (.000 
& .000) are less than 0.05 level of significance (p<0.05). That’s mean there is significant difference between 
experimental group and control group on acceleration speed in post-test and adjusted post-test phase respectively.  
 

DISCUSSION AND FINDINGS 
 
The aim of the study was to investigate the impact of small sided games (SSG) on acceleration speed of junior soccer 
players during various SSG formats (1 vs 1, 2 vs 2, 3 vs 3, 4 vs 4, 5 vs 5 and 7 vs 7) and different small-sided 
dimensions of the field (5 x 5 mts, 5 x 8 mts, 6 x 6 mts, 8 x 8 mts, 15 x 15 mts, 16 x 16 mts, 15 x 10 mts, 25 x 20 mts, 30 x 
25 mts, 40 x 40 mts etc) (5 x 5 mts, 5 x 8 mts, 6 x 6 mts, 8 x 8 mts, 15 x 15 mts, 16 x 16 mts, 15 x 10 mts, 25 x 20 mts, 30 x 
25 mts, 40 x 40 mts etc). From the results it has been found that there is a statistically significant difference between 
experimental group and control group. More specifically is to be said that there is substantial impact of small sided 
soccer games on acceleration speed of junior soccer players. The explanation behind significant impact could be the 
proper implementation of four weeks small sided soccer game on experimental group. 
 
In the present study the investigator increased the players with the progression of small-sided games (Training). Not 
only that with the increased players, dimensions of the play-field also had been modified. The investigator altered 
the dimensions of the field by increasing and decreasing the dimensions such as 5 x 5 mts, 5 x 8 mts, 6 x 6 mts, 8 x 8 
mts, 15 x 15 mts, 16 x 16 mts etc. and often several circles of different radius were made for the purpose of passing, 
attacking and defending the ball inside the stipulated circles or rectangle or square. Due to small-sided games (SSG) 
with altering the numbers of players, one has to move quickly and take direction for sprint quickly. In small-sided 
games (SSG) usually one has to sprint or run even more due to a smaller number of players than the real games (11 
sided games). In the present study the investigator also applied the same thing, that’s why the acceleration speed of 
the soccer players have been significantly increased after four weeks small-sided games (Training). Many studies 
which directly or indirectly support the present studies like Katis and Kellis 2009, Los Arcos et al. 2015, G. Rajasekar 
et al. 2014, Dellal et al. 2011, Owen et al. 2011 etc. 
 
CONCLUSIONS 
 
It is concluded that there is a positive effect of four weeks small-sided games on acceleration speed of junior soccer 
players. 
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Table: 01 
Training Protocol on Small Sided Games, Total Duration: 72 Minutes 
Warm-Up Part Main Part, Duration: 50 Min. Cooling 

Down 
Part 

 
 
 
 
 
10 Min. 

Week-1  
 
 
 
 
12 Min. 

Day-1 Day-2 Day-3 Day-4 Day-5 
1 v/s 1 (With 
Goalpost), 
Area: 5 x 5 
Mts. 

2 v/s 2 (With 
Goalpost), 
Passing & 
Supporting 
Area: 5 x 8 
Mts. 

3 v/s 3 (With 
Goalpost), 
Passing, 
Supporting & 
Defending  
Area: 8 x 8 Mts. 

4 +1GK v/s 4 
+1GK  Passing, 
Supporting, 
Defending & 
Depth   

Match Day 
(Small 
Sided) 

Warm-Up Part Main Part, Duration: 50 Min. Cooling 
Down 
Part 

 
 

Week-2  
 Day-1 Day-2 Day-3 Day-4 Day-5 
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10 Min 

4 v/s 4 + 4 
Supporter 
Outside the 
Square 
Area: 15 x 15 
Mts.   

4 v/s 4+1 
Common 
(Common will 
play / Join the 
team who 
having the 
ball), Area: 16 
x 16 Mts.  .   

3 v/s 1 (4 
Markers will be 
placed in a 
square 
formation 3 
players will 
play against 1 
defender and 
attackers will 
help to each 
other in four 
markers),  Area: 
6 x 6 Mts. 

4 v/s 4+2 
Common  (Box 
play = Ground 
will be divided 
into 6 boxes: 
2+2+2, Middle 
2 boxes for 
common 
players and 
only 2 
defenders can 
go to the box), 
Area: 15 x 10 
Mts. 

Match Day 
(Small 
Sided) 

 
 
 
 
 
 
 
 
12 Min. 

Warm-Up Part Main Part, Duration: 50 Min. Cooling 
Down 
Part 

 
 
 
 
 
 
 
 
10 Min 

Week-3  
 
 
 
 
 
 
 
12 Min. 

Day-1 Day-2 Day-3 Day-4 Day-5 
5 v/s 5 (4 
Goal Posts = 
2 in each end 
line) 
Area: 25 x 20 
Mts.   

7 v/s 7 
(Double 
rondo) Two 
circles will be 
made in 
which 5 
players will 
stand outside 
the circle with 
two 
opponents 
inside the 
circle, Area: 5 
mts radius 2 
circles in 10 
mts distance.   

2+2+1 common 
v/s 2 (In a 
circle),  Area: 5 
mts radius circle 

5 Defenders 
v/s 3+1 
common  
(Common  will 
only support 
attackers 
during counter 
attack in 
attacking 
third), Hi 
pressing by 
attackers Area: 
30 x 25 Mts. 

Match Day 
(Small 
Sided) 

Warm-Up Part Main Part, Duration: 50 Min. Cooling 
Down 
Part 

 
 
 
 
 
 
 
 
 

Week-4  
 
 
 
 
 
 
 
 

Day-1 Day-2 Day-3 Day-4 Day-5 

4 v/s 4 
(Passing & 
Supporting = 
2 squares 
will be made 
and 4,4 
players will 

7 v/s 7 (Player 
can’t pass 
back to the 
same player 
with whom he 
got the ball), 
Area: 30 x 25   

1 v/s 1 (Use only 
weak foot),  
Area: 5 x 5 mts. 

4 = 1GK V/S 5 
(Ball supply by 
coach to free 
player, quick 
marking by 
defenders if 
not than 

Match Day 
(Small 
Sided) 
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10 Min 

be divided 
into 2 
squares, ball 
will be 
played in one 
square and 
only 2 v/s 
players can 
go to other 
square area) 
Area: 15 x 7 
Mts.   

shooting by 
attackers)  
Area: 40 x 40 
Mts. 

 
12 Min. 

 
Table: 02 

Normality Test of Data of Soccer Players 

Shapiro-Wilk Test 

 df P-value (Sig.) 
Acceleration Speed Pre-Test 40 0.472* 

Post-Test 40 0.165* 
 *Not Significant at p≤0.05 
 
Table: 03 : Descriptive Statistics 
Mean, SD and Standard Error of Experimental and Control Group in Pre-Post Test  
on Acceleration Speed of Soccer Players 
 
Variable 
 
 

 Pre-Test Post-Test 
Group N Mean + SD Std. 

Error 
Mean + SD Std. 

Error 

AccelerationSpeed 
(Unit: Second) 

Experimental 20 5.057 + 0.222 0.043 4.535 + 0.210 0.042 
Control 20 5.011 + 0.153 0.043 4.858 + 0.162 0.042 

 
Table: 04 
One Way Analysis of Co-Variance (ANCOVA) Between Experimental Group &  
Control Group in Pre - Post Test on Acceleration Speed of Soccer Players 

Variable  Sum of Squares  
df 

Mean Sum of 
Square 

 
F- ratio 

p-value 
(Sig.) 

 
 
Acceleration Speed 
 
Unit: Second 

 
Pre-Test 

B .022 1 .022 .599 .444 

W 1.387 38 .037 
 
Post-Test 

B 1.047 1 1.047 29.833* .000* 

W 1.333 38 .035 
Adjusted Post-
Test 

B 1.211 1 1.211 51.947* .000* 

W .863 37 .023 
*Significant at 0.05 level, F0.05 (1, 38) = 4.10, F0.05 (1, 37) = 4.11 or p≤0.05 
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Figure: 01 Comparing Means & SD in Pre-Post Test of Experimental Group & Control Group in Respect of 
Acceleration Speed of Soccer Players 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Pre-Mean Post-Mean Pre-SD Post-SD
Experimental 2.234 1.686 0.101 0.104
Control 2.258 2.034 0.106 0.154
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The acaricidal effects of crude ethanolic extract of the aerial parts of Leucas lavandulifolia Sm. against 
Rhipicephalus (Boophilus) annulatus was studied. Different dilutions of the extract such as 2.5, 5, 10, 15 and 
20 per cent were tested against R (B.) annulatus by using adult immersion test (AIT). The crude ethanolic 
extract of L. lavandulifolia caused a significant dose-dependent increase in adult tick mortality with 
maximum mortality of 95.83 per cent at the highest concentration tested. Though the inhibition of 
fecundity at 20 per cent concentration was 97.6 per cent, hatching of eggs was not affected by any of the 
concentration studied. The LC50 value of the extract against R.(B.) annulatus was 2.87 per cent. 
 
Keywords: Leucas lavandulifolia., Rhipicephalus (Boophilus) annulatus, Acaricidal 
 
 
INTRODUCTION 
 
Ticks are voracious blood suckers responsible for heavy blood loss, low-quality hides (Jongejan and Uilenberg, 1994), 
secondary bacterial infections (Ambrose et al., 1999), lowered productivity in terms of weight gain (Pegram and 
Oosterwig,1990), milk yield (Sajid et al., 2007) and heavy mortality (Niyonzema and Kiltz, 1986).It has been estimated 
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that 80 per cent of the world’s cattle population is exposed to tick infestation (FAO, 1984).The annual cost of 
management of ticks and tick-borne diseases (TTBDs) in India has been estimated to the tune of US$ 498.7 million 
(Minjauw and Mcleod, 2003). The acaricides used for the control of ticks are synthetic pyrethroids, 
organophosphates, phenylpyrazoles, macrocyclic lactones and formamidines. The continuous application and 
indiscriminate usage of these chemical acaricides resulted in acaricidal resistance, environmental pollution, residues 
infood and toxicity to man (Shakya et al., 2020). There is an urgent need for an alternative safe method for tick 
control. Acaricides of plant origin / herbal acaricides / botanical acaricides are one such alternative. Several herbal 
extracts were analyzed for their acaricidal effects in different laboratories of the world (Kumar et al., 2011; Ravindran 
et al., 2011; 2012; Juliet et al., 2012; Zaman et al., 2012; Nithy et al., 2013; Sunil et al., 2013; Divya et al., 2014). The 
activities of plant extracts such as preventing blood-feeding, moulting, fecundity, and hatching of eggs were reported 
in the literature. Besides, these herbal acaricides have many advantages over synthetic acaricides since they are 
ecofriendly and cheaper and are with minimum environmental and mammalian toxicity (Rates, 2001; Habeeb, 2010). 
Leucas lavandulifolia is a common weed seen on wastelands and roadsides all over India (Fig. 1). Ravindran et al. 
(2011) reported that ethanolic extract of L. aspera at very low concentrations inhibited the hatching of eggs laid by the 
treated R. (B.)annulatu sticks. The present study was done to evaluate the effect of crude ethanolic extract of L. 
lavandulifolia Sm for their acaricidal activity against R. (B.) annulatu stick. 
 

MATERIALS AND METHODS 
 
Plant Material 
Aerial parts of Leucas lavandulifolia Sm. were collected from Lakkidi, Wayanad, Kerala, India during December 2017 
to January 2018.  
 
Crude Ethanolic Extract 
The collected plant leaves were cleaned by washing in running water. The aerial parts were dried at room 
temperature for 30 days. The dried leaves (100 g) were powdered in a plant sample grinder at controlled temperature 
and extracted using methanol in a Soxhlet extraction apparatus attached with a rotary vacuum evaporator (M/s 
Buchi, Switzerland). Solvents were removed using rotary vacuum evaporator at 175 mbar at a temperature ranging 
from 40∘C to 60∘C. 
 
Ticks  
Fully engorged adult female R. (B.) annulatus were collected from the naturally infested calves with a history of no 
prior exposure to any conventional acaricides. They were washed with distilled water, dried on an absorbent paper. 
 
Adult Immersion Test (AIT)  
Adult immersion test was performed based on Drummond et al. (1973). The different concentrations of extract 
ranging from 2.5 per cent to 20 per cent were prepared in absolute methanol. For AIT, four replicates, each with six 
ticks, were used for each concentration. Ticks were immersed for two minutes in the respective concentration in a 
tube containing 10 mL extract. Ticks were recovered from the solution, dried using absorbent paper, and placed in a 
separate plastic specimen tube (25 mm × 50 mm). The tubes were incubated at 28 ±2∘C temperature and 80% relative 
humidity in a biological oxygen demand (BOD) incubator. The adult tick mortality was observed up to 15thday post-
treatment. After oviposition, the eggs laid by the female ticks were collected and weighed. The eggs were kept under 
the same incubation conditions in a BOD incubator for the next 30 days. 
 
The index of egg-laying (IE) and per cent inhibition of fecundity (IF) were calculated (FAO 2004) as follows: 
Index of egg laying (IE) = weight of eggs laid (mg) / weight of females (mg) 
Per cent inhibition of fecundity (IF) = [IE (control group)-IE (treated group)] x 100 / IE (control group).  
The hatching of eggs was observed visually. 
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Statistical Analysis 
The analysis of data was performed (Snedecor & Cochran, 1994).The groups were compared using one-way analysis 
of variance (ANOVA) for repeated measurements using statistical package for the social science (SPSS) software. 
Duncan’s test was used for post hoc analysis to understand significance levels for the difference between the groups 
of means. A value of < 0.05 was considered significant. 
 
Probit Analysis  
Dose-response data were analysed by the probit method (Finney, 1952).The median lethal concentration (LC50) value 
of crude ethanolic extract of aerial parts of L. lavandulifolia Sm. against R. (B.) annulatus was determined by applying 
regression equation analysis to the probit transformed data of mortality. 
 
RESULTS 
 
The results of the acaricidal efficacy of crude ethanolic extract of L. lavandulifolia against R. (B.) annulatus are 
summarised in Table 1. The mortality of engorged female ticks and inhibition of fecundity were dose-dependent. The 
per cent adult tick mortality varied from 41.67 to 95.83% when tested at concentrations ranging from 2.5 to 20%. Peak 
mortality was observed after day five of treatment. No mortality was recorded in the control group. Before death, 
ticks were swollen and black and they did not lay eggs. The inhibition of fecundity ranged from 19.00 to 98.775% on 
the treated ticks, with a maximum inhibition at 15% concentration. All the eggs laid by ticks treated in different 
concentration (2.5% to 20%) hatched. Dose-response curve by probit analysis is shown in Figure 1. The LC50 value of 
the extract against R.(B.) annulatus was 2.87 per cent. 
 

DISCUSSION 
 
Plant extracts possess various secondary metabolites such as phenolics, terpenoids, coumarins and alkaloids 
(Harbone, 1993 and Ahn et al.,1998) which may possess insecticidal, larvicidal, pupicidal, growth inhibitory, anti-
moulting, insect repellent activities, antimicrobial, anti-tumour, antibacterial and growth inhibitory properties 
(Ghosh et al., 2007a; Suresh et al., 2011; Ravindran et al., 2011; Darsana,2014; Divya et al., 2014;Thirumangalath et 
al.,2019).  Different plant preparations including the leaf extracts of L. aspera revealed significant larvicidal activity 
against first, second, third and fourth instar larvae of Culex quinquefasciatus (Muthukrishnan et al., 1997). Maheswaran 
et al. (2008) and Bagavan et al. (2008) reported the larvicidal activity of hexane extract of L. aspera against Culex 
quinquefasciatus Say. and Aedesaegypti L. Extracts of leaf, flower and seeds of L. aspera showed larvicidal potential 
against two mosquito species viz., Anopheles subpictus Grassi and Culex tritaeniorhyncus Giles (Kamaraj et al., 2009).  
 
As per the earlier reports, catechin identified from the hexane fraction of Leucasaspera showed 100 % mortality 
against fourth instars of the mosquito species against Ae. aegypti, and An. stephensi, and C. quinquefasciatus tested at 20 
ppm (Elumalai et al., 2015). The activity of methyl-p-hydroxybenzoate, a phenolic derivative isolated from the leaves 
of Vitextrifolia also resulted in 100 % mortality against C. quinquefasciatus, An. stephensi, and Ae. aegypti at 20 ppm 
(Kannathasan et al. 2011). It is clear from the above reports that the adult tick mortality may be due to the presence of 
catechin in the Leucas spp. plant. 
 
In the present study, the crude ethanolic extract of L. lavandulifolia produced adult tick mortality and inhibition of 
fecundity in treated ticks. The effect on mortality was found to be concentration-dependent. The per cent adult tick 
mortality produced by the ethanolic extract of L. lavandulifolia was 4.16 to 54.16 per cent in a dose-dependent manner 
when examined at lower concentrations ranging from 1.56 to 100 mg/mL (Ravindran et al., 2011). Similarly, in the 
present study, there was a dose-dependent increase in mortality from 41.67±8.33 % to 95.83 ± 4.167% when tested at 
higher concentrations. However Ravindran et al. (2011) reported the complete enclosin blocking of eggs laid by ticks 
treated with ethanolic extract of L. aspera. In the present study this feature was not evident even though the extract of 
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L. lavundlifolia caused high inhibition of fecundity. This revel as inhibitory effect on the reproductive system of ticks 
due to the unidentified molecules in the Leucas  spp.  This variation in the bioactivity may be due to the difference in 
the  species of the Leucas used for the studies or  the season of collection of the plant materials which can affect the 
concentration and composition of secondary metabolites in the plant species. 
 
CONCLUSION  
 
It is evident from the present study that the acaricidal activity of L. lavandulifolia from crude ethanolic extract caused 
significant adult tick mortality and inhibition of fecundity at 20 per cent concentration. It could be used as a herbal 
acaricide in the control of ticks as this plant is available as a weed in the roadside and wasteland of Wayanad, district 
of Kerala. So further studies are needed to isolate the active biomolecule present in the L. lavandulifolia. 
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Table: 1 Effects of different concentrations of crude ethanolic extract of Leucas lavandulifolia against 
R. (B.) annulatus 
Sl 
no. 

Concentration 
(%) 

Mean tick 
weight per 

± SEM 

Mean % of adult 
mortality within 
15 ± SEM days 

Mean eggs 
mass per ± 

SEM 

Index of 
fecundity 

± SEM 

Inhibition of 
fecundity 

(%) 

Hatching 
% 

(visual) 
1 Control 1.026±0.090 0 0.400±0.020 0.396±0.031a 0.00c 100 
2 20 1.072±0.011 95.83 ± 4.167 0.011±0.011 0.010±0.010bc 97.596ab 100 
3 15 0.919±0.019 91.67 ± 4.811 0.005±0.003 0.005±0.003ab 98.775bc 100 
4 10 0.873±0.038 83.33±6.804 0.025±0.008 0.039±0.017bc 90.202ab 100 
5 5 0.857±0.042 75.00±4.81 0.047±0.012 0.055±0.016ab 72.648bc 100 
6 2.5 0.873±0.024 41.67±8.33 0.188±0.028 0.218±0.037ab 44.970bc 100 
n= 4, values are Mean ± SEM means bearing different superscripts a, b or c (P 0.05), indicates significant difference 
when compared with control. 
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Fig 2 Dose-response curve of crude ethanolic extract of Leucas lavandulifolia against adult R. (B) 
annulatus 

 
 
 
 

 
Figure legend: Figure 1: Leucas lavandulifolia Sm. 
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One of the principal problems in recent years of globalization is to retain the ecosystem environment 
friendly in addition to creating a sustainable business. Green marketing focuses on inculcating ozone-
friendly approaches to the various sectors of society. In pursuance of building a socially responsible and 
sustainable business, the companies should follow eco-friendly principles which act as a competitive 
advantage that attracts new customers and also retain the existing ones. It also raises the question of 
whether a business can be profitable while being socially responsible and environmentally safe. This 
paper examines the benefits and challenges of green marketing and its influence in achieving a 
sustainable business. 
 
Keywords: Green marketing, environmental marketing, socially responsible, Sustainable development. 
 
INTRODUCTION 

Today Green Marketing also known as ecological marketing or environmental marketing came into the limelight in 
the late 1980s and 1990s. Green Marketing includes a variety of things such as developing environment-friendly 
products, non-polluting packaging, adopting sustainable business practices and concentrating on communicating the 
product’s eco-friendly benefits. Green marketing deals with the operations of selling goods and services based on 
their ecological benefits. These products may be manufactured or packaged in an environmental friendly manner. 
Green marketing primarily focus on assuring that the marketing activities of a business are equipped to be 
responsible to minimize environmental threats. The firms are recognizing the importance of cementing their 
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relationship with the customers who this who are also showing a greater eagerness to preserve the environment. 
Firms have realized the importance of green marketing in satisfying the customer needs albeit valuing its importance 
to the development and sustainability of a business. Green marketing reflects the dramatic shift in their strategies in 
the way the firms are hold out and connect with their customers. Firms nowadays carry out a number of green 
marketing strategies to create a sustainable development in the business.  

METHODOLOGY 

The paper reviews the relationship between green marketing and organizational sustainability, benefits, challenges, 
and the green marketing strategies for a successful business. This is a review based focused on Literature review, 
journals, newspapers, books, websites, and other reliable sources. 
 
Green Marketing - Evolution 
Over the years the Green Marketing has evolved. According to Peattie (2001), the evolution of green marketing can 
be classified into three phases. Phase one was termed as “Ecological” green marketing, throughout this period almost 
all the marketing activities were focused on helping the environmental problems and providing solutions to these 
environmental problems. Phase two was “Environmental” green marketing and there was a shift in the focus to 
clean technology which involves innovative design on new products. Phase three was “Sustainable” green 
marketing. It came into the limelight in the late 1900 and early 2000. Its focuses on developing products that meet the 
standards of quality, pricing, performance, and ease of use in an environmentally friendly way. (Neringa Vilkaite-
Vaitone et al., 2019) 
 
Green Product 
Green products are the products that are manufactured without wasting the natural resources, do not pollute the 
environment and has the attribute to recycle it easily. Green products help to save natural resources, reduces toxins, 
pollution and waste. 
 
Green Price 
The most important element of the marketing mix is the Green Price. Many customers are willing to pay a premium 
price if there is an assumption of the added value to the products. This value can enhance design, performance, 
aesthetics, taste, and features. The eco-friendly benefit will be an added attraction but mostly will be the ultimate 
deciding factor that will be the competitive advantage for the companies over their competitors. 
 
Green Place 
A distribution logistics is a significant factor in green marketing. The ultimate decision of making the product 
available in an appropriate location has a significant influence in attracting customers. It can be achieved within store 
promotions and using recycled materials to showcase the significance of the environment. 
 
Green Promotion 
Promoting products and services in target markets involving direct marketing, sales promotion, onsite promotions, 
advertising, public relations, and advertising. Sustainable marketing and various communication tools can be used 
by green marketers to strengthen environmental credibility. Credibility is the key to a successful green marketing 
mix. Green marketing strategy can be executed through the process called the Greening of Marketing Mix, including 
External Green 7P, Internal Green 7P, and Green 4S for Success. 
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Green Marketing – Benefits 
 Green marketing reign to bring commercial, environmental, and social benefits. Some of the benefits of green 

marketing include the following 
 Establish a strong relationship with the customers. Green marketing is used to develop a close relationship with 

the customers, which is developed based on trust. 
 Profit maximization. Increased profitability can be achieved through green marketing. 
 Organizational goal achievement. Organizations believe that green marketing is essential to accomplish the 

organizational goals and objectives.  
 Foster competitive advantage. Green marketing helps the companies to gain the core competitive advantage over 

their competitors. 
 Overall cost reduction. Though green marketing may look like a cost-demanding initiative, in the beginning, it 

surely is going to be favorable, economical, and essential in the long run. Organizational behavior change in the 
disposal of wastages and increased efficiency in raw materials consumption will save money in the long run. 

 Strengthening of brand reputation. Because of the initiatives of the organizations green marketing increases the 
brand reputation. A strong relationship with customers will retain them within the organization and also paves 
the way to new markets. 

Researchers of green marketing are more focused on commercial benefits rather than environmental benefits. Social 
benefits are unexpected in researches of green marketing. The advantages of green marketing ensue in sustainability 
of development in business, enhancement of the ecosystem, and increased wellbeing. Therefore, marketers are 
advised to embrace green marketing strategies. 
 

CONCLUSION 

New age marketers need to realize the significant impact of green marketing. Customers are showing their growing 
concern for the safe environment and are ready to pay a premium price for green products. Green marketing and 
green product development will be used by firms to increase competitive advantages and can satisfy the customers 
better than their competitors. By finding an opportunity to improve the product’s performance and increasing the 
number of loyal customers’ organizations can achieve a sustainable development in the business. In the future 
researches can be carried out to find the level of influence of commercial, environmental and social benefits of green 
marketing have on various industries 
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Fig :1 Meaning of green (Source: Peattie, 2001) 
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Fig :2 Green Marketing Mix 
 

 

Fig : 3 Green Marketing Process (Source: Peattie, 
2001 

Fig : 4 : Commercial, environmental and social 
benefits of green marketing and their effects 
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The Dravyavati River (Amanishah Nala) – “the life line of Jaipur” – is the most polluted waterway in 
Jaipur. The diversity of the algal population is an indication of the true sanitary and ecological condition 
of the river. It also indicates its potential for self-purification. We relied on algal bio-indicators to 
determine pollution levels in the various seasons – rainy, winter and summer – to arrive at an estimate of 
the self-purification probability of the river system. Commonly used animal indicators of ecosystem 
health are less useful and unique than bio-indicators provided by algae. The algae allow us to recognize 
signals in ecosystem changes that identify acceptable – as opposed to unacceptable – environmental 
situations. In addition, algae are the most cost-effective monitoring tool in our arsenal. 
 
Keywords: Biodiversity; Algae; Industries, water pollution 
 
INTRODUCTION 
 
Water is an important resource because all living organisms require it to survive. Polluted water poisons flora and 
fauna, and has a direct impact on humans. The main causes of water pollution are sewage, industrial wastes, oil 
spills and utilization of pesticides in agriculture. When untreated sewage is merges into rivers, it causes water borne 
diseases. Grey water like sewerage water needs to be recharged after proper treatment. Dravyavati River and other 
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recharge areas should be taken care of pollution & encroachment. Wastewater environment is an ideal media for a 
wide range of microorganisms specially bacteria, viruses, protozoa and algae. The majority is harmless and can be 
used in biological sewage treatment (Palmer, 1969). Serious interests in natural methods for wastewater treatment 
have reemerged. The intensive growth and consequent harvesting of the algal biomass as a method for removing 
wastewater borne nutrients was first suggested (Abdel-Raouf et al , 2012). Algae are significant markers of 
environment conditions since they react rapidly both in species synthesis and densities to an extensive variety of 
water conditions because of changes in water science (Rajput et al, 2017). For example, increases in water acidity due 
to acid-forming chemicals that influence lake pH levels, as well as heavy metals discharged from industrial areas, 
affect the composition of genera that are able to tolerate these conditions (Bellinger and David, 2010). Algae have 
gotten to be noteworthy living beings for natural cleaning of wastewater since they can aggregate plant supplements, 
substantial metals, pesticides, natural and inorganic harmful substances and radioactive matters in their cells/bodies 
(Jothinayagi et.al, 2009). 
 
MATERIAL AND METHOD 
 
Study Area 
Dravyavati River is considered the lifeline of Jaipur. Dravyavati River flows in the central part of the Jaipur. In 1844 
a dam was built across Dravyavati River, but it was breached in 1853. At the opportunity of the dam construction, 
Dravyavati River was a perennial nala. However, after some years, the inflow of water into the Dravyavati River 
became low in summer seasons. Heavy silting of the dam also contributed to reduction in the size of Dravyavati 
River. 
 
Sampling Procedure 
The water samples were collected from three selected Industrial sites of - Dravyavati River, one meter away from 
both the banks for each sampling station. The samples were collected from a depth of 10 to 15 cm from surface. The 
time of the sampling ranged between 8 to 11 a.m. throughout the study period. Nine samples were collected from 
Dravyavati River, in different seasons (summer, winter and rainy). The water samples were collected in the 
sterilized glass bottles. These sample bottles were rinsed three times with source water to minimize the risk of 
external contamination before sampling. Samples for the investigation of phytoplankton were collected randomly 
from the site. Algae was identified and counted microscopically. 100 ml water sample was collected from the selected 
locations. Fifteen ml samples were taken and centrifuged at 3000 rpm at room temperature. The concentrated ~20 μl 
of the sample was taken on to a glass slide, counted and enumerated under a light microscope (40 X). Representative 
images were taken at 100 X magnification. The identification of algal species was carried out based on the 
morphological features, unicellular, filamentous, color, motility, and reproductive structures (Prescot, 1956). 
 

RESULTS 

Algal Diversity observed from Sitapura, Sanganer and Mansarovar Industrial area (Palmer, 1969) 
The comparative algal sp. diversity and the population density was studied from all three sites (Sitapura, Sanganer 
and Mansarovar industrial area) and in all three season (summer, winter and rainy) at a time interval of 15 days .It 
was followed palmer index method for identified the diversity of algal sp. 
 
The summary statistics of the diverse generic population of algae in the wastewater are given in Table 1.The 
population study from Sitapura industrial area site collected water samples showed which were  identified in 1-15 
days interval. The highest occurrences of algal sp. were Oscillatoria limosa (2 ± 1.33), Navicula radiosa (3 ± 0.5), Nostoc 
spongiforme (4 ± 1.11), Anabaena variabilis (4 ± 1.02) and Chlorella variabilis (2 ± 0.31). Polytoma uvella, Spirogyra hyaline 
Cleve, Spirulina subrhynthiformis, Synedra acus, Chlamydomonas reinhardtii, and Pandorina morum occurrences were low.  
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The summary statistics of the diverse generic population of algae in the wastewater are given in Table 2.The 
population study from Sanganer industrial area site collected water samples showed which were  identified in 1-15 
days interval. The highest occurrences of algal sp. were Oscillatoria limosa (6 ± 1.77), Navicula radiosa (8 ± 3.34), Nostoc 
spongiforme (10 ± 3.65), Anabaena  variabilis (9 ± 2.68) and Chlorella variabilis (11± 3.43). Polytoma uvella, Spirogyra hyaline 
Cleve, Spirulina subrhynthiformis, Synedra acus, Chlamydomonas reinhardtii, and Pandorina morum occurrences were low.  
The summary statistics of the diverse generic population of algae in the wastewater are given in Table 3.The 
population study from  Mansarovar industrial area site collected water samples showed which were  identified in 1-
15 days interval. The highest occurrences of algal sp. were Oscillatoria limosa (8 ± 1.9), Navicula radiosa (14 ± 2.38), 
Nostoc spongiforme (2 ± 0.84), Anabaena variabilis (2 ± 1.14) and Chlorella variabilis (10 ± 2.74). Polytoma uvella, Spirogyra 
hyaline Cleve, Spirulina subrhynthiformis, Synedra acus, Chlamydomonas reinhardtii, and Pandorina morum occurrences 
were low.  
 
The summary statistics of the diverse generic population of algae in the wastewater are given in Table 4.The 
population study from Sitapura industrial area site collected water samples showed which were  identified in 1-15 
days interval. The highest occurrences of algal sp. were Oscillatoria limosa (2 ± 0.67), Navicula radiosa (3 ± 0.82), Nostoc 
spongiforme (4 ± 1.14), Anabaena variabilis (3 ± 1.51) and Chlorella variabilis (3 ± 0.87). Polytoma uvella, Spirogyra hyaline 
Cleve, Spirulina subrhynthiformis, Synedra acus, Chlamydomonas reinhardtii, and Pandorina morum occurrences were low.  
The summary statistics of the diverse generic population of algae in the wastewater are given in Table 5.The 
population study from Sanganer industrial area site collected water samples showed which were  identified in 1-15 
days interval. The highest occurrences of algal sp. were Oscillatoria limosa (7 ± 2.26), Navicula radiosa (10 ± 3.93), Nostoc 
spongiforme (3 ± 1.76), Anabaena variabilis (7 ± 1.93) and Chlorella variabilis (7± 2.58). Polytoma uvella, Spirogyra hyaline 
Cleve, Spirulina subrhynthiformis, Synedra acus, Chlamydomonas reinhardtii, and Pandorina morum occurrences were low.  
The summary statistics of the diverse generic population of algae in the wastewater are given in Table 6.The 
population study from  Mansarovar industrial area site collected water samples showed which were  identified in 1-
15 days interval. The highest occurrences of algal sp. were Oscillatoria limosa (6 ± 2.46), Navicula radiosa (7 ± 2.68), 
Nostoc spongiforme (2 ± 0.22), Anabaena  variabilis (6 ± 1.97) and Chlorella variabilis (6± 2.5). Polytoma uvella, Spirogyra 
hyaline Cleve, Spirulina subrhynthiformis, Synedra acus, Chlamydomonas reinhardtii, and Pandorina morum occurrences 
were low.  
 
The summary statistics of the diverse generic population of algae in the wastewater are given in Table 7. The 
population study from Sitapura industrial area site collected water samples showed which were  identified in 1-15 
days interval. The highest occurrences of algal sp. were Oscillatoria limosa (6 ± 2.47), Navicula radiosa (11 ± 3.04), Nostoc 
spongiforme (5 ± 1.47), Anabaena variabilis (8 ± 1.47) and Chlorella variabilis (8± 2.55). Polytoma uvella, Spirogyra hyaline 
Cleve, Spirulina subrhynthiformis, Synedra acus, Chlamydomonas reinhardtii, and Pandorina morum occurrences were low. 
The summary statistics of the diverse generic population of algae in the wastewater are given in Table 8.The 
population study from Sanganer industrial area site collected water samples showed which were  identified in 1-15 
days interval. The highest occurrences of algal sp. were Oscillatoria limosa (8 ± 3.16), Navicula radiosa (8 ± 2.17), Nostoc 
spongiforme (9 ± 2.85), Anabaena variabilis (3 ± 1.63) and Chlorella variabilis (9± 1.92). Polytoma uvella, Spirogyra hyaline 
Cleve, Spirulina subrhynthiformis, Synedra acus, Chlamydomonas reinhardtii, and Pandorina morum occurrences were low 
The summary statistics of the diverse generic population of algae in the wastewater are given in Table 9. The 
population study from  Mansarovar industrial area site collected water samples showed which were  identified in 1-
15 days interval. The highest occurrences of algal sp. were Oscillatoria limosa (4 ± 1.09), Navicula radiosa (3 ± 0.75), 
Nostoc spongiforme (5 ± 1.78), Anabaena  variabilis (4 ± 1.08) and Chlorella variabilis (6± 2.38). Polytoma uvella, Spirogyra 
hyaline Cleve, Spirulina subrhynthiformis, Synedra acus, Chlamydomonas reinhardtii, and Pandorina morum occurrences 
were low 
 
Identified Algae sp. from Dravyavati River 
Representative images were taken at 100X magnification. Morphological features – cell character, motility, color, 
physical and reproductive structures – were used to identify algal species. It had identified 11 algal sp. from 
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Dravyavati River. Which were present in all 3 different seasons (summer, winter, rainy). Bellinger and Sige 2015, key 
followed for the Identification of algal sp.  
 
1. Oscillatoria limosa: - Oscillatoria is a genus of filamentous cyanobacteria. It has more than 100 species. It is named 
for the oscillation in its movement. Filaments in the colonies can slide back and forth against each other. Thus the 
whole mass is reoriented to its light source. It is very common in moist places rich in decay organic mailer. It is 
commonly found in watering-troughs waters like streams, roadside ditches, drains and sewers. It is mainly blue-
green or brown-green. It forms a thin blue green mucilaginous coating on the surface of flowing water.  
 
2. Navicula radiosa: - Navicula is a genus of boat-shaped algae primarily aquatic, eukaryotic, photosynthetic 
organisms, ranging in size from a single cell. Navicula is a diatom. Mostly found in polluted water. Cells are boat-
shaped, motile, and solitary. Cells are rectangular in girdle view, and widely lanceolate in valve view. Both valves 
have a central longitudinal raphe with a nodule (bump) in the middle. Valve surface is covered in transverse 
striations that are crossed by finer longitudinal striations.  
 
3. Spirogyra hyaline Cleve:- Spirogyra is a green algae belonging to the class Chlorophyceae. They are commonly 
found floating in fresh water resources like ponds, lake, ditches etc. and some are also found in slow running stream 
or river. The vegetative structure or plant body is known as thallus.  Thallus is  unbranched multicellular 
filamentous structure formed by arrangement of cylindrical cells head to head in a single row. Spirogyra, one of the 
commonest green filamentous algae is named because of the helical or spiral arrangement of the chloroplasts. There 
are more than400 species of Spirogyra in the world. 
 
4. Chlamydomonas reinhardtii:- Chlamydomonas is a genus of unicellular green algae (Chlorophyceae). These algae are 
found all over the world, in soil, fresh water, oceans, and even in snow on mountaintops. Algae in this genus have a 
cell wall, a chloroplast, an “eye” that perceives light and two anterior flagella with which they can swim using a 
breast-stroke type motion. 
 
5. Nostoc spongiforme:- Nostoc is a diverse genus of cyanobacteria. They are found in gelatinous colonies, composed 
of filaments called "Trichome" surrounded by a thin sheath. They are common in both aquatic and terrestrial 
habitats. These organisms are known for their unusual ability to lie dormant for long periods of time and abruptly 
recover metabolic activity when rehydrated with liquid water. Nostocs are photosynthesizes which use cytoplasmic 
photosynthetic pigments rather than chloroplasts in their metabolic process Nostoc's genetics are worth studying 
because of the genus' unique adaptations which allow them to survive and even thrive in extreme environments. 
 
6. Pandorina morum:- Pandorina is a genus of green algae composed of 8, 16, or sometimes 32 cells, held together at 
their bases to form a sack globular colony surrounded by mucilage. The cells are ovoid or slightly narrowed at one 
end to appear keystone- or pear-shaped. It forms a thick greenish growth in dirty, polluted in water. Chloroplast so 
present has at least one pyrenoid. Basically it inhabits a very wide variety of habitat including ponds, streams, pools, 
and lakes. Pandorina is considered a Bioindicator. It is used as an indicator of organically polluted waters. 
 
7. Polytoma uvella: - Polytoma is a genus of green algae, specifically of the Chlamydomonadaceae. Polytoma is one of 
the most primitive, free swimming, nucleated organisms.  Polytoma is a genus of colorless, free-living Chlorophytes 
similar in form to Chlamydomonas but lacking chlorophyll. Polytoma species are entirely saprotrophic, obtaining 
nutrients from decaying organic matter.  
  
8. Chlorella variabilis:-Chlorella is a member of Chlorophyceae class. They are unicellular, non motile green algae. The 
small cells are non motile, round or oval, usually found solitary; sometimes in a group. The cell protoplast is 
enclosed in a membrane. The pyrenoids are usually absent. The stigma and contractile vacuoles are lacking. The 
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growth of this alga is therefore encouraged in sewage disposal plants where it crowds out by its rapid rate of 
multiplication and suppresses harmful bacteria.  
 
9. Spirulina subrhynthiformis:- Spirulina is a fresh water blue green algae . Spirulina is a spiral-shaped microalgae that 
grows naturally in the wild in warm, fresh water lakes. Spirulina provides the highest concentration of protein in the 
world, all in the form of essential amino acids for muscle, health and cellular growth.  
 
10. Synedra acus: -   Synedra is a diatom that has long needle shaped cells. Diatoms are small phytoplankton that lives 
in a shell made of silica which sinks to the bottom when the organism dies. The silica plays a role in global cycling 
through the aquatic food web. The shells are currently used in pool filters, kitty litter, and water treatment. Diatoms 
are commonly found in oceans, lakes, slow flowing rivers, and streams. When diatoms become too thick they can 
cause harmful growth by developing an odor in drinking water and block water treatment filters. 
 
11. Anabaena variabilis:- Anabaena is a genus of filamentous cyanobacteria, or blue-green algae. It found as plankton. 
It is known for its nitrogen fixing abilities. Anabaena is found in all types of water. Blooms or massive growths can 
occur in waters with a lot of nutrients. It has filamentous structure. Its filament resembles the filament 
of Nostoc. Sometimes it becomes difficult to differentiate between trichomes of Nostoc and Anabaena. There is only one 
difference. The filaments of Nostoc are covered by mucilage and form a colony. It is absent in Anabaena. The filament 
of Anabaena consists of string of beaded cells (Bellinger and Sige 2015). 
 
DISCUSSION 
 
The comparative algal sp. diversity was studied from the three sites (Sitapura, Sanganer and Mansarovar industrial 
area) in the summer  Rainy and Winter season at a time interval of  15 days respectively (15th April to 30th  June 2017, 
15th July to 30th  September 2017, and 15 December to 28  February 2017). Navicula radiosa (Sitapura, Sanganer and 
Mansarovar industrial area) were reported dominant sp. in all three sites in summer season. Navicula radiosa, 
Chlorella variabilis and Anabaena variabilis (Sitapura, Sanganer and Mansarovar industrial area) was reported 
dominant sp. in all three site in Rainy and Winter season. Oscillatoria limosa was observed dominate sp. in 2 sites 
(Sanganer and Mansarovar industrial area) in the summer and Rainy season. Similarly Nostoc spongiforme was 
reported dominate sp. at Site 2(Sanganer industrial area) in Winter Season. 
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Table 1:- Algal   sp.  Isolated from Sitapura industrial area in the Summer Season (15th April to 30 June , 
2017) 
Sr. 
no 

Algae 15th April  30th 
April   

15th 
May 

1 June  15th 
June 

30 June M±SE 

1 Oscillatoria limosa 0 0 1 0 4 8 2 ± 1.33 

2 Polytoma uvella 0 0 0 0 0 0 0 ± 0 

3 Navicula radiosa  1 1 3 3 3 4 3 ± 0.5 

4 Chlorella variabilis  1 1 2 2 2 3 2 ± 0.31 

5 Spirogyra hyaline Cleve 0 0 0 0 0 0 0 ± 0 

6 Spirulina subrhynthiformis 0 0 0 0 0 0 0 ± 0 

7 Chlamydomonas reinhardtii 0 0 0 0 0 0 0 ± 0 

8 Synedra acus 0 0 0 0 0 0 0 ± 0 

9 Nostoc spongiforme 1 0 4 6 6 6 4 ± 1.11 

10 Anabaena variabilis 1 0 5 5 6 5 4 ± 1.02 

11 Pandorina morum 0 0 0 0 0 0 0 ± 0 

 
Table 2:- Algae Identification isolated from Sanganer industrial area in the Summer season (15th April to 30 June , 
2017) 
Sr. no Algae 15th 

April  
30th 
April   

15th 
May 

1 June  15th June 30 June M±SE 

1 Oscillatoria limosa 1 0 5 7 10 10 6 ± 1.77 

2 Polytoma uvella 0 0 0 0 0 0 0 ± 0 

3 Navicula radiosa  1 1 3 7 12 22 8 ± 3.34 

4 Chlorella variabilis  1 1 12 12 14 23 11 ± 3.43 

5 Spirogyra hyaline Cleve 0 0 0 0 0 0 0 ± 0 

6 Spirulina subrhynthiformis 0 0 0 0 0 0 0 ± 0 

7 Chlamydomonas reinhardtii 0 0 0 0 0 0 0 ± 0 

8 Synedra acus 0 0 0 0 0 0 0 ± 0 

9 Nostoc spongiforme 0 0 10 10 20 20 10 ± 3.65 

10 Anabaena variabilis 0 5 8 10 15 18 9 ± 2.68 

11 Pandorina morum 0 0 0 0 0 0 0 ± 0 

 
Table 3:- Algae Identification in isolated from Mansarovar industrial area in the Summer season (15th April to 30 
June , 2017) 
Sr. no Algae 15th 

April  
30th 
April   

15th 
May 

1 June  15th June 30 June M±SE 

1 Oscillatoria limosa 2 2 13 10 10 10 8 ± 1.9 

2 Polytoma uvella 0 0 0 0 0 0 0 ± 0 

3 Navicula radiosa  12 14 4 15 18 21 14 ± 2.38 

4 Chlorella variabilis  2 1 12 14 16 15 10 ± 2.74 

5 Spirogyra hyaline Cleve 0 0 0 0 0 0 0 ± 0 
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6 Spirulina subrhynthiformis 0 0 0 0 0 0 0 ± 0 

7 Chlamydomonas reinhardtii 0 0 0 0 0 0 0 ± 0 

8 Synedra acus 0 0 0 0 0 0 0 ± 0 

9 Nostoc spongiforme 0 0 0 3 2 5 2 ± 0.84 

10 Anabaena variabilis 0 0 0 3 3 7 2 ± 1.14 

11 Pandorina morum 0 0 0 0 0 0 0 ± 0 

 
Table 4:- Algae Identification isolated from Sitapura industrial area in the Rainy Season (15th July to 30 Sepetmber 
, 2017) 
Sr. no Algae 15th July  30th 

July   
15th 
Aug 

1st Sep 15th Sep 30 Sep M±SE 

1 Oscillatoria limosa 0 1 2 3 4 4 2 ± 0.67 

2 Polytoma uvella 0 0 0 0 0 0 0 ± 0 

3 Navicula radiosa  0 2 2 5 4 5 3 ± 0.82 

4 Chlorella variabilis  1 2 4 2 3 7 3 ± 0.87 

5 Spirogyra hyaline Cleve 0 1 1 2 3 3 2 ± 0.49 

6 Spirulina subrhynthiformis 0 0 0 0 1 1 0 ± 0.21 

7 Chlamydomonas reinhardtii 0 0 0 0 2 2 1 ± 0.42 

8 Synedra acus 0 0 0 0 0 0 0 ± 0 

9 Nostoc spongiforme 1 1 3 4 6 8 4 ± 1.14 

10 Anabaena variabilis 0 0 0 4 8 7 3 ± 1.51 

11 Pandorina morum 0 0 0 0 0 0 0 ± 0 

 
Table 5:-Algae Identification isolated from Sanganer in the Rainy season (15th July to 30 September, 2017) 
Sr. no Algae 15th 

July  
30th 
July   

15th 
Aug 

1st Sep 15th Sep 30 Sep M±SE 

1 Oscillatoria limosa 1 0 6 10 10 14 7 ± 2.26 

2 Polytoma uvella 0 0 0 0 0 0 0 ± 0 

3 Navicula radiosa  2 1 3 13 18 24 10 ± 3.93 

4 Chlorella variabilis  2 1 2 12 12 15 7 ± 2.58 

5 Spirogyra hyaline Cleve 0 0 0 0 0 0 0 ± 0 

6 Spirulina subrhynthiformis 0 0 0 0 0 0 0 ± 0 

7 Chlamydomonas reinhardtii 0 0 0 0 0 0 0 ± 0 

8 Synedra acus 0 0 0 0 0 0 0 ± 0 

9 Nostoc spongiforme 0 0 0 2 7 10 3 ± 1.76 

10 Anabaena variabilis 0 2 6 9 10 12 7 ± 1.93 

11 Pandorina morum 0 0 0 0 0 0 0 ± 0 
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Table 6: Algae Identification isolated from Mansarovar in the Rainy season(15th July to 30 September , 2017) 
Sr. no Algae 15th 

July  
30th 
July   

15th 
Aug 

1st Sep 15th Sep 30 Sep M±SE 

1 Oscillatoria limosa 0 1 2 8 12 14 6 ± 2.46 

2 Polytoma uvella 2 2 2 4 4 6 3 ± 0.67 

3 Navicula radiosa  1 1 3 7 15 15 7 ± 2.68 

4 Chlorella variabilis  1 1 3 4 11 16 6 ± 2.5 

5 Spirogyra hyaline Cleve 0 0 0 0 0 0 0 ± 0 

6 Spirulina subrhynthiformis 0 0 0 0 1 2 1 ± 0.34 

7 Chlamydomonas reinhardtii 0 0 0 0 1 3 1 ± 0.49 

8 Synedra acus 0 0 1 0 0 2 1 ± 0.34 

9 Nostoc spongiforme 2 1 1 1 2 2 2 ± 0.22 

10 Anabaena variabilis 0 0 6 8 11 10 6 ± 1.97 

11 Pandorina morum 1 0 3 4 2 5 3 ± 0.76 

 
Table 7:-Algae Identification isolated from Sitapura in the winter season(15th December to 30 February , 2017) 
Sr. no Algae 15th 

Dec 
30th 
Dec   

15th 
Jan 

1st Feb 15th 
Feb 

28th Feb M±SE 

1 Oscillatoria limosa 0 1 1 11 12 12 6 ± 2.47 

2 Polytoma uvella 0 0 0 0 0 0 0 ± 0 

3 Navicula radiosa  0 10 11 8 16 22 11 ± 3.04 

4 Chlorella variabilis  0 2 8 12 12 16 8 ± 2.55 

5 Spirogyra hyaline Cleve 0 0 0 0 0 0 0 ± 0 

6 Spirulina subrhynthiformis 0 0 0 0 0 0 0 ± 0 

7 Chlamydomonas reinhardtii 0 0 0 0 0 0 0 ± 0 

8 Synedra acus 0 0 0 0 0 0 0 ± 0 

9 Nostoc spongiforme 1 1 6 5 9 9 5 ± 1.47 

10 Anabaena variabilis 3 4 8 10 10 12 8 ± 1.47 

11 Pandorina morum 0 0 0 0 0 0 0 ± 0 

 
Table 8:- Algae Identification isolated from Sanganer in the Winter Season(15th December to 30 February , 2017) 
Sr. no Algae 15th 

Dec 
30th 
Dec   

15th 
Jan 

1st Feb 15th Feb 28th Feb M±SE 

1 Oscillatoria limosa 1 2 3 6 16 19 8 ± 3.16 

2 Polytoma uvella 0 0 0 0 0 0 0 ± 0 

3 Navicula radiosa  1 1 8 10 12 13 8 ± 2.17 

4 Chlorella variabilis  1 6 12 12 11 13 9 ± 1.92 

5 Spirogyra hyaline Cleve 0 0 0 0 0 0 0 ± 0 

6 Spirulina subrhynthiformis 0 0 0 0 0 0 0 ± 0 

7 Chlamydomonas reinhardtii 0 0 0 0 0 0 0 ± 0 
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8 Synedra acus 0 0 0 0 0 0 0 ± 0 

9 Nostoc spongiforme 0 5 5 8 16 18 9 ± 2.85 

10 Anabaena variabilis 0 0 0 4 7 9 3 ± 1.63 

11 Pandorina morum 0 0 0 0 0 0 0 ± 0 

 
Table 9:- Algae Identification isolated from Mansarovar in the winter season (15th December to 30 February, 2017) 

 
Sample Collection Sites 

 
Fig 1(A)Sitapura Industrial area Site 

 
Fig 1(B)Mansarovar Industrial area Site 

Sr. no Algae 15th 
Dec 

30th 
Dec   

15th 
Jan 

1st Feb 15th Feb 28th Feb M±SE 

1 Oscillatoria limosa 2 2 2 6 6 8 4 ± 1.09 

2 Polytoma uvella 0 0 2 2 4 3 2 ± 0.65 

3 Navicula radiosa  1 1 3 4 5 5 3 ± 0.75 

4 Chlorella variabilis  1 1 2 8 12 14 6 ± 2.38 

5 Spirogyra hyaline Cleve 0 0 0 1 2 2 1 ± 0.4 

6 Spirulina subrhynthiformis 0 0 1 1 1 2 1 ± 0.31 

7 Chlamydomonas reinhardtii 0 0 0 0 0 0 0 ± 0 

8 Synedra acus 0 0 0 0 0 0 0 ± 0 

9 Nostoc spongiforme 1 0 4 10 7 10 5 ± 1.78 

10 Anabaena variabilis 2 0 6 5 5 7 4 ± 1.08 

11 Pandorina morum 0 0 0 0 0 0 0 ± 0 
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Fig 1(C)Sanganer Industrial area Site 
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The paper assessed the feasibility in the development of Arduino Based Trainer in Electronics Teaching 
Laboratory. Combined Qualitative and Quantitative designs specifically developmental, inferential and 
descriptive were utilized in the study employing the Frequency count and percent, mean and ordinal 
rank, Kruskal-Wallis ANOVA and Friedman test and Wilcoxon test with Bonferroni correction in 
analysing the data. Findings revealed that the 3 groups of respondent   unanimously evaluated as 
“Agree” the   Trainer as financially feasible and “Strongly Agree” that it is feasible in terms of technical, 
management, marketing, and educational and socio-economic factors. There was no significant difference 
on the feasibility of the proposed device to the type of respondents. Likewise, no significant difference on 
the feasibility of the proposed device among the five factors. The study concluded that the Arduino – 
Based Trainer is affordable, attractive, handy, easy to operate and maintain, low voltage and easy to 
market and it is very feasible to be used in electronics teaching laboratory.  
 
Keywords: Arduino, Trainer; Electronics Laboratory; Technical Management and Marketing; 
Educational Socio-Economic Feasibility. 
 
INTRODUCTION 
 
The use of Instructional materials in teaching is considerably significant in the learning process of the students. Its 
importance cannot be underestimated by using textbooks, charts, models, graphics, real objects as well as improvised 
materials as they complement in the efficiency and effectiveness in the delivery of instructions by the teacher. Ajoke 
(2017) disclosed that the instructional materials help improve students’ academic performance in school as it provides 
the much needed sensory experiences for an effective and meaningful behavioral change. The performance of the 
students on the intended learning outcomes offers the validation – twist on the success of the interaction and 
instruction in the classroom. 
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Reforms in teaching Electronics subject in school are the concern of every teacher for the students to reflect the 
technological changes and objectives of education in the twenty-first century. One of the objectives is to foster 
student’s broad competencies in designing, in problem solving, in creative thinking and teamwork conventional to 
electronics hardware instruction, and to programmable devices considering that teaching electronics is placing 
greater emphasis on project-based learning. The development of Arduino Based Trainer in teaching electronics 
laboratory is considered one of the effective devices to be utilized as a teaching strategy that would capture the 
learning interest of the students. Aside from being affordable, it reduces the work load of the teacher and provides 
convenience on the part of the students.(“Arduino Technology Architecture and Its Applications,” 2021). 

 
This study assessed the development of Arduino Based Trainer in Teaching Electronics Laboratory more probably 
the technical design and financial developed by the trainer was determined. The feasibility of the trainer device in 
regards to technical, financial, marketing, management, educational and socio-economic feasibility was also 
assessed. Significant difference of respondents as to the feasibility levels of the Arduino-Based trainer in electronics 
teaching laboratory and significant difference among the factors of feasibility of the trainer in electronics teaching 
laboratory were also determined. This paper also ascertained the technology management philosophy which was 
derived from the interplay of the variables in the study. 
 
METHODS 
 
Research Design 
This study made use of the combined qualitative and quantitative designs specifically, developmental, inferential 
and descriptive. These designs were considered appropriate because the study assessed the feasibility in the 
development of electronics teaching laboratory in terms of technical, management, financial and marketing aspects 
(Adamson, 2005);  
 
The Technical Designs in the Development of Arduino Trainer 
 
Materials  

 
Parts of Arduino-Based Trainer and Function 

 
Picture 

Aluminum Box with Glass and Lock – A box made of 
aluminum which is a lightweight metal with glass on 
the top portion and lock for safety to transport. 

 
 

 
 
 

 
Arduino Uno Board - is an open-source 
microcontroller board based on the Microchip 
ATmega328P microcontroller and developed by 
Arduino. The board is equipped with sets of digital 
and analog input/output (I/O) pins that may be 
interfaced to various expansion boards (shields) and 
other circuits. 
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Arduino Uno Transparent Case - is a two-piece 
injection-moulded ABS enclosure that snaps together 
around the Arduino Uno. Holds the Arduino Uno 
firmly in place. It provides tough protection for the 
Arduino Uno while providing access to all Arduino 
Uno's connectors. Includes reset key for use with the 
board's reset button. 

 

 
LCD 1602 - A kind of dot matrix module to show 
letters, numbers, and characters and so on. It's 
composed of 5x7 or 5x11 dot matrix positions; each 
position can display one character. There's a dot pitch 
between two characters and a space between lines, 
thus separating characters and lines. 

 

 
8X8 LED Dot Matrix Display - is an 8×8 matrix which 
has 8 columns and 8 rows, contains a total of 64 LEDs. 
The MAX7219 chip makes it easier to control the dot 
matrix, by just using 3 digital pins of the Arduino 
board. 

 

Light Emitting Diode (LED) - is an electronic device 
that emits light when an electrical current is passed 
through it. 

 

Micro Servo Mini SG90 - Tiny and lightweight with 
high output power. Servo can rotate approximately 
180 degrees (90 in each direction). 

 

MB102 Bread Board - Is a construction base for 
prototyping of electronics. Originally the word 
referred to a literal bread board, a polished piece of 
wood used for slicing bread. In the 1970s the solder 
less breadboard (a.k.a. plug board, a terminal array 
board) became available and nowadays the term 
"breadboard" is commonly used to refer to these. 
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10k Potentiometer - is a three-terminal resistor with a 
sliding or rotating contact that forms an adjustable 
voltage divider. If only two terminals are used, one 
end and the wiper, it acts as a variable resistor or 
rheostat. 

 

Momentary push button switch with Caps - A type of 
switch usually in the form of a push button that is only 
engaged while it is being depressed, as opposed to a 
typical “on/off” switch, which latches in its set 
position. 

 

Switch Rocker 2 pin - is an on/off switch that rocks 
(rather than trips) when pressed, which means one 
side of the switch is raised while the other side is 
depressed much like a rocking horse rocks back and 
forth. 

 
 
 
 
 
 

IR Infrared Obstacle Avoidance - Is a multipurpose 
infrared sensor which can be used for obstacle sensing, 
color detection, fire detection, line sensing, etc. and 
also as an encoder sensor. 

 

Sound Detection Sensor Module - Is a small board 
that combines a microphone and some processing 
circuitry, it has the ability to detect different sizes of 
sound. 

 

Photo Resistor (LDR) - Is an active component that 
decreases resistance with respect to receiving 
luminosity on the component's sensitive surface. 
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IR Receiver Module - is hardware that sends 
information from an infrared remote control to 
another device by receiving and decoding signals. 

 

5V Piezo Buzzer Component - Is an audio signaling 
device, which may be mechanical, electromechanical, 
or piezoelectric (piezo for short). 

 

1 Channel Relay Module - is a separate hardware 
device used for remote device switching. 

 

 
Financial 
 

No of Item Quantity Description Unit Price Total Price 
1 Box Aluminum Box with Glass and Lock P 1,800.00 P 1,800.00 
1 Pc. Arduino Uno Board     340.00     340.00 
1 Pc. Arduino Uno Transparent Case     150.00     150.00 
1 Pc. LCD 1602 with IIC     280.00      280.00 
1 Pc. LED Dot Matrix Display     478.00     478.00 
6 Pcs. Light Emitting Diode       8.00      48.00 
1 Pc. Micro Servo Mini SG90     228.00     228.00 
1 Pc. MB102 Bread Board     140.00     140.00 
2 Pcs. 10k Potentiometer     120.00     240.00 
2 Pcs. Switches with Cap      30.00      60.00 
2 Pcs. Switch Rocker 2 pin      20.00      40.00 
1 Pc. IR Infrared Obstacle Avoidance     280.00     280.00 
2 Pcs. Sound Detector Sensor Module      90.00     180.00 
2 Pcs. Photo Resistor (LDR)      15.00      30.00 
2 Pcs. IR Receiver Modules      95.00     190.00 
2 Pcs. 5V Piezo Buzzer Component      15.00      30.00 
1 Pc. 1 Channel Relay Module     150.00     150.00 
  Labor Cost(40% from the sub-total cost)    1,865.60 
   TOTAL Php 6,529.60 

 
The Process Flow in the Development of Arduino Based Trainer  
There are 10 steps in the development of Arduino Based Trainer in Electronics laboratory teaching   
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Step 1.  Planning and Designing.  
 Create a working drawing with the materials needed for the Assembling of the box. 
 Select proper sections and views where to make holes for the attachment of the Arduino parts. 
 Procure all the materials needed for the assembly of the device. 
   
List of Materials 
 Aluminum Open Box 
 Glass 
 PVC Plastic sheet 
 Soldering Lead 
 Mighty Bond 
 Air Box Buckle Lock  

 
 Prepare all the hand tools and power tools needed for the fabrication including electrical testing instruments. 

 
List of Hand Tools 
 Screw Drivers ( Phillips and Standard Tip ) 
 Electrical Pliers 
 Jewelry Screw Drivers  
 Utility Cutter 
 Hack Saw 
 Edge Cutters 
 Desoldering Tool 
 Soldering Iron 
 
List of Power Tools 
 Portable Electric Drill + Drill bit 

 
Electrical Testing Instrument 
 DC Voltmeter 
 Ohmmeter 

 
Step 2. Testing of Arduino Parts  
All the Arduino Uno parts used for the fabrication of the device is tested for defects. It is necessary to test all the 
parts before it is connected to the circuit so that it is easy to troubleshoot if ever the circuit will mal-function. 
 
Step 3. Assembling the Parts of Arduino Based Trainer 
 Insert all parts to its proper location. 
 Connect the parts of the fabricated device. 
 Check for proper placements. 
 
Step 4: Download Arduino Software 
Download Arduino Integrated Development Environment (IDE) for the appropriate computer operating system. 
(Www. Arduino.Cc/En/Main/Software for the Appropriate Computer Operating System. - Search Results, n.d.) 

 
Step 5: Arduino Based Installation 
This set up can be installed on the Laptop/PC  
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Step 6: Connect Arduino USB Cable Port to Laptop 
 
Step 7: Open the Arduino Software on the Laptop/PC. 
Open the Arduino IDE software on the computer. And get to know the interface and identify the icons. This step is to 
set the IDE to identify the Arduino Uno being used in this work. Take note of the four most important commands; 
Open, Verify, Upload, Serial monitor. 
 

Step 8: Selecting the Board 
Select the board following the trend: Tools > Board>Arduino  

 
Step 9: Select the Serial Device 
  Select the serial device using: Tools> Serial Port> COM ‘port number’. With the Windows OS used in this work, 
select the COM number for the serial device of the Arduino board from the Tools/Serial Port menu.  
 
Step 10: Final Testing of the Device 
The device should be tested for its functionality. Testing whether the device will work on all the tasks to be 
performed. It will be tested one task to the other whether it functions as expected. 

 
Research Environment 
The study was conducted at Surigao State College of Technology, Surigao City Campus. The only State College in 
the province of Surigao del Norte.  SSCT is mandated to provide higher vocational, professional and technological 
instruction and training in the fields of agriculture, fisheries, engineering and sciences, as well as short-term technical 
courses. Moreover, the College provides primary consideration to the integration of research/studies for the 
development of the Province of Surigao del Norte ((Surigao State College of Technology, n.d.)). 
 
Respondents 
The respondents of the study were the 4 electronics experts, 8 instructors and students from Bachelor in Electronics 
Technology (23), Bachelor of Science in Electronics Communication Engineering (19) and Bachelor of Science in 
Industrial Technology (30) of Surigao State College of Technology, Surigao City Campus. 

 
Research Instrument 
Data were gathered through a researcher-made questionnaire. The four-point Likert-type scale was used. 
Respondents rated each item as Strongly Agree/ Very Feasible, Agree/ Feasible, Disagree/ Less Feasible, and Strongly 
Agree/ Not Feasible and coded as 4(4.51-4.00), 3 (3.51-4.50), 2(2.51-3.50) and 1(1.00-2.50) respectively (Asún, Rdz-
Navarro & Alvarado, 2016).  
 

RESULTS AND DISCUSSION 
 
The Table 1 shows that the respondents strongly agree that the Arduino- Based Trainer in Electronics Teaching 
Laboratory is technically feasible. This is based on the obtained average value of 3.63. It got the highest technical 
feasibility mean value of 3.85 in item 5 “The device is portable” and followed by the mean value of 3.76 in item 6 “It 
is user-friendly”. Both items are described as ‘strongly agree’. They also strongly agree on the rest of the items on 
technical feasibility except on item 4 “The device can tolerate shock if it falls from a table” which got the lowest mean 
value of 3.35 and item 3 “The device no unnecessary parts” with a mean value of 3.42. Although these items got the 
lowest mean values, the respondents agree that the trainer is technically feasible. 
 
The Table 2 shows that the respondents agree on the financial feasibility of the Arduino- Based Trainer in Electronics 
Teaching Laboratory. This is based on the obtained average value of 3.45. It got the highest mean value of 3.57 in 
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item 3 “The Alduino-Based Trainer has available free software on the net”. The respondents strongly agree on this 
financial feasibility of the trainer. Moreover, the respondents agree on the rest of the items of financial feasibility 
including the statement on item 2 “has a student-friendly price” which got the lowest mean value of 3.36. 
 
Shown in the Table 3 is an average value of 3.59 which indicates that the respondents strongly agree that the trainer 
has a management feasibility. It got the highest management mean feasibility value of 3.6 in item 6 “has aluminum 
case for its current’. This is followed by the mean value of 3.64 at item 1 “is easy to upkeep and maintain”. The 
respondents strongly agree on these two items. They also strongly agree on the rest of the management feasibility 
items including item 5 ‘is non-toxic’ which got the lowest mean value of 3.50. 
 
Gleaned from the Table 4 is an average value of 3.59 which indicates that respondents strongly agree that the trainer 
is feasible inasmuch as marketing is concerned. It got the highest mean value of 3.64 in item 1 “The Alduino-Based 
Trainer device is saleable” and followed by a mean value of 3.61 on item 4 “response to needs of the community”. 
The respondents strongly agree on these items. In fact they strongly agree on the rest of the marketing feasibility 
statements including in item 5 “easy to market” which got the lowest mean value of 3.50. 
 
Shown in the Table 5 is an average value of 3.80 which entails that the respondents strongly agree that the trainer has 
educational and socio-economic feasibility. The highest mean value of 3.88 is obtained in item 1 “It can effectively 
help in teaching electronics laboratory classes” and followed by the mean value of 3.87 in item 3 “It is an effective 
learning tool”. The respondents strongly agree on both statements. They also strongly agree in all the rest of the 
statements concerning educational and socio-economic feasibility of the trainer including n item 5 “It alleviates 
financial burden of students when making technical projects” which got the lowest mean value of 3.66. 
 
Table 6: Shown are mean values of 3.80 for educational and socio-economic feasibility, 3.63 for technical feasibility, 
3.59 for both management and marketing feasibility, and 3.45 for financial capability. The respondents strongly agree 
on the feasibility of the trainer in all factors except in financial feasibility to which they just agree but not much. The 
overall average of 3.61 indicates that the respondents strongly agree that the trainer is indeed feasible. 
 
The Table 7 shows that the obtained Chi-Square values are 2.02 for technical, 5.42 for financial, 2.76 for management, 
2.81 for marketing, and 4.34 for educational and socio-economic feasibility. These values are less than the critical Chi-
square value of 5.99 at 2 degrees of freedom. With these, the null hypotheses are not rejected which entails that there 
is no significant difference on the evaluations of the three groups of respondents. 
 
The Table shows that when the six factors of feasibility are compared, the obtained Chi-squared value is 80.77. This is 
greater than the critical chi-squared value of 9.49 at 4 degrees of freedom. This then brought the rejection of the null 
hypotheses which entail that there is a significant difference among the six feasibility factors. 
 
Table 9 shows that financial feasibility obtained a Z-value of -4.62 when compared with technical feasibility, Z=-4.23 
when compared with management feasibility, and Z=-3.41 when compared with marketing feasibility. Since these z-
values are less than the adjusted critical z-value of -2.82, their respective null hypotheses are rejected. Similarly, 
educational and socio-economic feasibility obtained Z=-5.64 when compared with technical feasibility, Z=-6.36 when 
compared with financial feasibility, Z=-5.85 when compared with management feasibility, and Z=-5.40 when 
compared with marketing feasibility. The null hypotheses are also rejected. 
 
These results entail that there is a significant difference between these pairs. Based on their mean values, educational 
and socio-economic feasibility turned out to have the highest mean value of 3.80 while financial feasibility turned out 
to have the lowest mean value of 3.45. It can be deduced then that financial feasibility is relatively the weakest and 
educational and socio-economic feasibility is the strongest. 
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Technology Management Philosophy 
  
Based from the results of the study, the Instructional Electric Device Inverted Feasibility Tendency model is hereby 
proposed. The model posits that the measure of feasibility of a developed educational device specifically an 
electronic one depicts an inverted pyramidal pattern from requirements to management and end-goal. The very 
purpose of developing an electronic device for instructional purposes is to aid teaching and improve learning at a 
minimal cost possible. This is the target. The realization of this goal starts with actual development of the device. The 
most basic requirement of device development is its financial feasibility. Marketing, technical and management 
aspects come next while educational and socio-economic feasibility takes the topmost concern. However, the 
achievement of feasibility of these device development aspects tend have an inverse pattern.  

 
The model shows that financial feasibility is at the bottom indicating that it is the very first concern in realizing the 
desired electronic device. Without financial resources, one cannot develop a reliable electronic device. However, the 
area of the polygon is narrow which indicates relatively lower measure of feasibility as compared to others. This 
implies that this is a challenging feasibility to achieve despite its foundational importance to the entire development 
process because materials needed in the development of the device might be costly. Once financial constraints are 
overcome, other necessary aspects are considered. These are technical, management and marketability feasibility. 
These aspects are contained within the higher level after to financial feasibility to indicate hierarchy of the 
development process. The area of the polygon containing these three aspects is relatively higher than that financial of 
financial feasibility. This indicates that these factors have higher feasibility measure. These are less challenging to 
achieve as compared to financial feasibility because developers are assumed to have technical experts before 
deciding to develop an electronic device which are required for technical and management concerns. The target 
clients of a specialized electronic device are also identified at the outset of the development process. 

 
Finally, the educational and socio-economic feasibility is placed at the topmost part of the pyramid to indicate that 
this is the very goal of instructional device development. The rest of the feasibility concerns are useless if this 
feasibility is not met. The area of its polygon is relatively the largest of the three. This entails that it has the highest 
measure of feasibility and the easiest to achieve since the developed device is specialized for instructional purposes. 
 
CONCLUSION 

 
The Arduino – Based Trainer is handy, affordable, attractive, easy to operate and maintain, low voltage and easy to 
market.  It is very feasible to use as an aid for instruction. There is consistency on the evaluations of feasibility of the 
Arduino-Based Trainer in Electronics Teaching Laboratory by the students, teachers and experts. Financial feasibility 
is relatively the weak factor of Arduino-Based Trainer in Electronics Teaching Laboratory while the educational and 
socio-economic benefits are its strongest factor. 
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Table 1. Respondents Evaluation Result in terms of Technical Feasibility 
Statement Mean Rank Description 

1. Its color combination is appealing. 3.71 3.5 Strongly Agree 
2. The sequencing of parts is attractive. 3.71 3.5 Strongly Agree 
3. The device has no unnecessary parts. 3.42 9 Agree 
4. The device can tolerate shock if it falls from a table to the ground. 3.35 10 Agree 
5. The device is portable. 3.85 1 Strongly Agree 
6. It is user-friendly. 3.76 2 Strongly Agree 
7. It is easy to operate. 3.66 6 Strongly Agree 
8. It effectively blends with available softwares. 3.53 8 Strongly Agree 
9. It can test electronic circuits. 3.70 5 Strongly Agree 
10.It can troubleshoot circuit  problems. 3.61 7 Strongly Agree 

Average 3.63   Strongly Agree 
 
Table 2. Respondents Evaluation Result in terms of Financial Feasibility 

Statement Mean Rank Description 
The Alduino-Based Trainer device...       
1. is less expensive. 3.37 4 Agree 
2. has a student-friendly price. 3.36 5 Agree 
3. has available free software on the net. 3.57 1 Strongly Agree 
4. does not cost much to develop. 3.49 2 Agree 
5. does not cost much to maintain. 3.48 3 Agree 

Average 3.45   Agree 
 
Table 3. Respondents Evaluation Result in terms of Management Feasibility 

Statement Mean Rank Description 
The Alduino-Based Trainer device...       

   is easy to upkeep and maintain. 3.64 2 Strongly Agree 
2.has maintenance procedures. 3.55 7 Strongly Agree 
3.has available tools for maintenance. 3.60 4.5 Strongly Agree 
4.has available supplies and materials for maintenance. 3.57 6 Strongly Agree 
5.is non-toxic 3.50 8 Strongly Agree 
6.has aluminum casing for its current. 3.67 1 Strongly Agree 
7. has low curent or voltage. 3.60 4.5 Strongly Agree 
8.It won’t damage other parts in case of short-circuit. 3.63 3 Strongly Agree 

Average 3.59   Strongly Agree 
 
Table 4. Respondents Evaluation Result in terms of Marketing Feasibility 

Statement Mean Rank Description 
The Alduino-Based Trainer device is ...       
1. saleable. 3.64 1 Strongly Agree 
2. affordable if sold. 3.54 4 Strongly Agree 
3. necessary for technical works. 3.63 2 Strongly Agree 
4. responsive to needs of the community. 3.61 3 Strongly Agree 
5. easy to market. 3.50 5 Strongly Agree 

Average 3.59   Strongly Agree 
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Table 5. Respondents Evaluation Result in terms of Economic Feasibility 
Statement Mean Rank Description 

1. It can effectively help in teaching electronics laboratory classes. 3.88 1 Strongly Agree 
2. It addresses economic concerns of schools. 3.74 4 Strongly Agree 
3. It is an effective learning tool. 3.87 2 Strongly Agree 
4. It can motivate students to learn. 3.86 3 Strongly Agree 
5. It alleviates financial burden of students when making technical projects. 3.66 5 Strongly Agree 

Average 3.80   Strongly Agree 
 
Table 6. Summary on Feasibility of Arduino- Based Trainer in Electronics Teaching Laboratory 

Factor Mean Rank Description 
Technical 3.63 2 Strongly Agree 
Financial 3.45 5 Agree 

Management 3.59 3.5 Strongly Agree 
Marketing 3.59 3.5 Strongly Agree 

Educ'l & Socio-Economic 3.80 1 Strongly Agree 
Overall Average 3.61   Strongly Agree 

 
Table 7. Difference on Feasibility of Arduino- Based Trainer in Electronics Teaching Laboratory by 
Profile 

Factor df χ2 χ20.05 Decision on Ho 
Technical 2 2.02 5.99 Not Rejected 
Financial 2 5.42 5.99 Not Rejected 

Management 2 2.76 5.99 Not Rejected 
Marketing 2 2.81 5.99 Not Rejected 

Educ'l & Socio-Economic 2 4.34 5.99 Not Rejected 
 
Table 8. Difference on Feasibility of Arduino- Based Trainer in Electronics Teaching Laboratory among 
Factors 

df χ2 χ20.05 Decision on Ho 
4 80.77 9.49 Rejected 

 
Table 9. Post Hoc Test for Difference on Feasibility of Arduino- Based Trainer in Electronics Teaching 
Laboratory by Profile 

Factor Z Z0.05 Adj Z0.005 Decision on Ho 
Technical   (M=3.63) Financial (M=3.45) -4.62 ±1.96 ±2.82 Rejected 
Technical   (M=3.63) Management (M=3.59) -1.08 ±1.96 ±2.82 Not Rejected 
Technical   (M=3.63) Marketing (M=3.59) -1.47 ±1.96 ±2.82 Not Rejected 
Technical   (M=3.63) Educ'l & SE (M=3.80) -5.64 ±1.96 ±2.82 Rejected 
Financial (M=3.45) Management (M=3.59) -4.23 ±1.96 ±2.82 Rejected 
Financial (M=3.45) Marketing (M=3.59) -3.41 ±1.96 ±2.82 Rejected 
Financial (M=3.45) Educ'l & SE (M=3.80) -6.36 ±1.96 ±2.82 Rejected 

Management (M=3.59) Marketing (M=3.59) -1.05 ±1.96 ±2.82 Not Rejected 
Management (M=3.59) Educ'l & SE (M=3.80) -5.85 ±1.96 ±2.82 Rejected 

Marketing (M=3.59) Educ'l & SE (M=3.80) -5.40 ±1.96 ±2.82 Rejected 
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Instructional Electronic Device’s 
Inverted Feasibility Tendency Model 

 

APPENDICES 
Create a working drawing with the materials needed for the Assembling of the box. 
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Select proper sections and views where to make holes for the attachment of the Arduino parts. 
 
 
 
 
 
 
 
 
 
 
 
Testing of Arduino Parts  
All the Arduino Uno parts used for the fabrication of the device is tested for defects. It is necessary to test all the 
parts before it is connected to the circuit so that it is easy to troubleshoot if ever the circuit will mal-function. 
 
 
 
 
 
 
 
 
 
 
 
Assembling the Parts of Arduino Based Trainer 
 Insert all parts to its proper location 
 
 
 
 
 
 
 
 
 
 
 
 Connect the parts of the fabricated device. 
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 Check for proper placements. 
 

 

  

 

 
 
 
 
 
Download Arduino Software 
Download Arduino Integrated Development Environment (IDE) from www. Arduino.cc/en/Main/Software for the 
appropriate computer operating system. 
 

 
 

 

 

 

 
 
 
 
 
Arduino Based Installation 
This set up can be installed on the Laptop/PC  

 
 
 

 

 

 

 

 
 
 
 
 

Michael P. Yujoco et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30666 
 

   
 
 

Connect Arduino USB Cable Port to Laptop 
 

 

 

 

 

 
 
Open the Arduino Software on the Laptop/PC.  
Open the Arduino IDE software on the computer. And get to know the interface and identify the icons. This step is to 
set the IDE to identify the Arduino Uno being used in this work. Take note of the four most important commands; 
Open, Verify, Upload, Serial monitor. 
 

 

Selecting the Board 
Select the board following the trend: Tools > Board>Arduino 
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Select the Serial Device 
  Select the serial device using: Tools> Serial Port> COM ‘port number’. With the Windows OS used in this work, 
select the COM number for the serial device of the Arduino board from the Tools/Serial Port menu.  

 

 

 

 

 

 

 

 
 
Final Testing of the Device 
  The device should be tested for its functionality. Testing whether the device will work on all the tasks to be 
performed. It will be tested one task to the other whether it functions as expected. 
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Globally, there were 1.2 million new cases of prostate cancer registered which representing 7.1% of all 
cancers in men. Prostate cancer incidence rates are highly variable worldwide. Even though, several 
drugs available for the treatment of prostate cancer, its side effects by damaging the other cells are huge 
due to its anti-cytotoxic activity, hence a study was aimed to perform a docking and In-silico screening of 
core scaffold pyrazolone fused heterocyclic analogues as potent therapeutic agent for prostate cancer. 
Molecular docking was performed on a diverse set of substituted pyrazolone fused derivatives as potent 
anti-prostate cancer agents by targeting on Androgen Receptor (AR). The compounds are characterized 
by melting point, TLC, FTIR, H1NMR and mass spectroscopy. Pyrazolone was used as an intermediate 
for synthesizing the study compounds. Among the designed analogues the significant binding energy 
and inhibitory constant were compared with standard drug, Enzalutamide. The speculated results have 
been compared with the laboratory screening in ongoing research methods adopted. Primary five 
moieties synthesized were docked by using software IGEM DOCK. The studies on structure activity 
relationship showed the presence of electron withdrawing substitution in pyrazolone derivatives which 
significantly improves the binding with protein. The compound T2 (-49.3984) shown lowest and the 
compound T5 (-70.2138) shown highest binding energies, whereas compound T3 (-60.1253) and T4 (-
61.1289) shown moderate binding energy compared to the standard drug Enzalutamide. Result of 
pharmacokinetics prediction revealed most of these compounds tested has in-silico drug likeliness. The 
Schiff Base substituted pyrazolone derivatives was found to possess a moderate cytotoxicity effects. Even 
though the synthesised compounds shown moderate to high binding energy compared to standard drug, 
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extensive studies need to be carried out to find out compounds with highest binding energy. Studies at 
receptor level are warranted to target the prostate cancer cells even at the initial stage of cancer. 
 
Keywords: In-silico, Pyrazolone, IGEM DOCK, Anticancer, Enzalutamide, 1Z8Lprotein 
 
INTRODUCTION 
 
Prostate cancer (PCa) is the second and most common malignant form of cancer among men worldwide. Drugs 
acting as antagonists or partial agonists of hormone receptors against the prostate tissue are mainly used as 
maintenance therapy in PCa [1-3]. This research focus has led to the development of novel analogues (pyrazolone 
fused heterocyclic moieties) which do not show any cytotoxic activity and have significant inhibition on androgen 
receptor (AR). In drug designing, the protein-ligand interactions play a major role which is commonly studied using 
molecular docking [4-7]. Molecular docking as a problem of “lock-and-key”, in which one wants to find the correct 
relative orientation of the “key” which will open up the “lock” (where on the surface of the lock is the key hole, which 
direction to turn the key after it is inserted, etc.). Here, the protein can be thought of as the “lock” and the ligand can 
be thought of as a “key”. Molecular docking may be defined as an optimization problem, which would describe the 
“best-fit” orientation of a ligand that binds to a particular protein of interest. However, since both the ligand and the 
protein are flexible, a “hand-in-glove” analogy is more appropriate than “lock-and-key”. During the course of the 
docking process, the ligand and the protein adjust their conformation to achieve an overall "best-fit" and this kind of 
conformational adjustment resulting in the overall binding is referred to as "induced-fit".  
 
Molecular docking research focuses on computationally simulating the recognition  process. It aims to achieve an 
optimized conformation for both the protein and ligand and relative orientation between protein and ligand such 
that the free energy of the overall system is minimized. Pyrazolone, a heterocyclic compound that is commonly used 
as an intermediate for synthesizing numerous pharmaceutical compounds. Pyrazolone molecules has been shown to 
possess a wide spectrum of biological activities such as tranquillizing, psychoanaleptic, antihypertensive, and 
antitumour. Pyrazolone fused heterocyclic were screened for in-silico drug likeliness properties based on the 
pharmacokinetics such as absorption, distribution, metabolism, and excretion prediction. The current study was 
aimed to screen the designed analogues and investigate its binding affinity against AR.  
 

MATERIALS AND METHODS  
 
In the present study, molecular docking was performed using IGEM DOCK. The construction and energy 
minimization were also done using Chemdraw ultra 12.0, IGEM DOCK was used to create a ligand based computer 
modelling algorithm for the binding energy prediction and inhibition constants calculation of the designed 
anticancer scaffolds with the 1Z8Lprotein [13,14]. The protein sequence retrieval system NCBI and Microbial 
Genome Database were also used to retrieve the study materials.  
 
Preparation of the Protein Structure 
The required protein structures were acquired from Protein Data Bank (PDB ID: 1Z8L). The proteins were prepared 
using the Protein Preparation Wizard [15-17]. The Protein was optimized prior docking using MOE software. Pre-
processed bond orders were assigned, water molecules were deleted, hydrogens were added, and metals were 
treated. Energy was reduced using RMSD 0.30˚A. By using the site score and site’s hydrophilic or hydrophobic areas 
with better cavity, the best binding pockets were selected. 
 
 
 

           Sumathy Arunachalam et al., 
et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30670 
 

   
 
 

Preparation of Ligand 
The ligand molecules for the process of docking are mostly metal complex compounds [18,19]. Chemdraw software 
was used to draw the ligand structures. Prior to docking, the structures were optimized using MOE software. The 
commonly used iGEMDOCK software normally accepts SYBYL MOL2, MDL MOL, and PDB format for ligand files 
[20]. Hence, the ligand files were transformed into PDB format using Chemdraw 3D. Later, the ligand was docked 
using accurate docking function with their binding sites of each PDB files (Standard docking). Finally, the 
compounds are ranked using the post analysis tool visualization and screened by combining the pharmacological 
interactions and energy-based scoring function. 
 
Docking Methodology 
Docking Module 
Protein with the drug and the standard compounds were docked using iGEM docking software. iGEMDOCK, 
provides an integrated virtual screening environment from preparations through the post-screening analysis and 
pharmacological interactions [20-22]. This software delivers interactive interfaces that ease the preparation of both 
binding site of the target protein and also the screening compound library. Each compound present in the library is 
later docked with the binding site using in-house docking tool iGEMDOCK. The protein-compound interaction 
profiles of hydrogen-bonding (H), electrostatic (E), and the Van der Waal’s (V) interactions were studied with 
iGEMDOCK [23]. Based on these resulted profiles and compound structures, iGEMDOCK gathers the compounds’ 
pharmacological interactions and groups the screening compounds for post-screening analysis. Lastly, it ranks and 
visualizes the compounds by linking its pharmacological interactions and the energy-based scoring function in 
iGEMDOCK. The three-dimensional (3D) structures of AR was obtained from the Protein Data Bank, and docked 
using 3D Pubchem structures IGEM DOCK. Molecular docking and drug likeness of compounds are carried out 
using absorption, distribution, metabolism, excretion and toxicity (ADMET) properties while Lipinski’s rule of five 
has been performed for planned analogues to evaluate its anti-prostate cancer activity [8,9]. The finding showed that 
the speculated analogues exhibits best binding affinity with AR. The speculation was done by inhibiting AR 
signaling pathways [10-12] and compared with the standard drug Enzalutamide which is a potent androgen receptor 
antagonist [11-13]. 
 
RESULTS AND DISCUSSION 
 
Docking results of 1Z8L protein with ligands (T1-T5) were observed using Igemdock software docking scores (Total 
energy). The data are presented in Table 1. The protein-ligand (drug) interactions binding energies are very 
important to define how exactly the drug binds to the target macromolecule(s).The binding energy between ligand 
and protein 1Z8L is calculated using iGEMDOCK [21-23]. The dock possess are analysed and their docking 
interaction are listed above in table 1. The 5 compounds were docked at the active site of the protein and by 
analysing it we can calculate the compounds that have maximum binding energy compare with standard 
(Enzalutamide). From those results we found that the compound T2 (-49.3984) shows lowest and the compound T5 (-
70.2138) shows highest binding energies. In this result shows T2 (-49.3984) have minimum binding energy, then T3 (-
60.1253) and T4 (-61.1289) shows moderate binding energy and T1 (-68.1081) and T5 (-70.2138) shows maximum 
binding energy when compared to standard drug Enzalutamide. 
 
CONCLUSION 
 
Pyrazolones are a nitrogenous compounds containing five membered lactumring with one ketone group in its 
structure. It has divergent activities like antimicrobial, antibacterial, antimycobacterial, anti-inflammatory, including 
anticancer activities. In this study, an attempt has been made to combine the pyrazolone compounds with Schiff base 
and various aromatic amines. It could maintain the anticancer properties of the novel scaffolds derivatives; however, 
their mode of action varies from that of standard drug. The molecular stimulation studies of the intended 
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compounds shown a light to the newer areas for the synthesis and also the experimental evaluation, which evident 
the anticancer activity of the compounds compared to the standard. The in-silico study reveals that the designed 
pyrazolone fused heterocyclic analogues have antiprostate cancer effect by targeting the androgen receptor. The 
designed analogues are focused to show significant cytotoxicity against human prostate cancer cell line androgen 
dependent (LNCaP) as well as antiandrogenic activity. The Schiff Base substituted pyrazolone derivatives was found 
to possess a moderate cytotoxicity effect by literature, which will be extensively studies in future by incorporating 
few heterocyclic nuclei such as thiazolidionone, oxadiazole and azetidinone. The current research focus using the 
standard drug (Enzalutamide) for prostate cancer is being done due to the heterocyclic moiety, which is similar to 
the pyrazolone analogue with a difference of nitrogen positions. Future speculations need to be carried out at 
receptor levels in extended ongoing research activity. 
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Table 1.The interaction energies (kcal mol-1) of 1Z8L and ligands 

S.No Lead 
Compound 

Total 
energy 

VDW H-bond Aver Con 
Pair 

1 T1 -68.1081 -62.1081 -6 16.3667 
2 T2 -49.3984 -49.3984 0 14.3667 
3 T3 -60.1253 -43.8403 -16.285 13.5484 
4 T4 -61.1289 -50.5629 -10.566 13.2581 
5 T5 -70.2138 -52.5808 -17.6331 13.9375 
6 Standard -74.4023 -37.978 -36.4243 17.8485 
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Fig 1. BINDING interaction of 1Z8L WITH LIGAND (T1-T5)  
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Influenza A viruses (IAV -H1N1) are responsible for the respiratory tract, lung infection and cause a high 
mortality rate. Neuraminidase (NA) and hemagglutinin (HA) are the major surface glycoprotein and 
main targeted protein responsible for viral inhibition. There are various therapeutic drugs like zanamivir, 
oseltamivir and boloxavir for H1N1 in the market. This review explains the effect of plant-based 
secondary metabolites (Alkaloids) on IAV. Major alkaloids such as Theacrine from Kucha tea inhibit NS1 
protein, TA from Alstoniascholaris Peganum harmala seed extract inhibits viral infection, TA from Peganum 
harmala seed extract inhibits RNA polymerase, Emerimidine B & Homonojirimycin inhibit the virus, 
Quinazoline alkaloids inhibit H1N1 stimulation and MCP-1 production, Isoquinolone & quinolizidine 
inhibit NA, Berberine inhibit post translation of virus. Indirubin decreases the rate of mortality in mice. 
 
Keywords: Alkaloids, Hemagglutinin, Influenza A virus H1N1, Inhibitors, Neuraminidase 
 
INTRODUCTION 
 
Pandemic  outbreaks have been known to occur on and off since time immemorial, causing not only social  and 
economic harm to population but also high death tolls. The influenza virus is one of the most common strains that 
has been related to epidemics and pandemics [1]. During April 2009 a novel swine flu virus H1N1 was recognized in 
California and also detected as major outbreak of respiratory disease in Mexico [2]. Which was the combination of 
the pig, birds and humans influenza virus strains [3]. On the basis of antigenic composition influenza A is classified 
into two major surface antigens hemagglutinin (HA) and neuraminidase (NA), HA is further classified into 18 types 
and NA into 11 different types, it is a member of Orthomyxovirdae family [4]. H1N1 is the sub type of the swine 
influenza viruses this H1N1 virus called as ‘classical swine’ [5].The association of the origins with the Mexican pig 
farming region raised suspect that porcine influenza was involved in this infection. According to World health 
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organization H1N1 was outbreak of pandemic character [2]. According to  Smith  et  al.  [6] a phylogenetic estimation 
shows the multiple genetic ancestry of swine origin influenza virus (S-OIV) is not an artificial origin. During the 
pandemic of 1918-1919 50 million people was killed worldwide, the mortality rate of ‘Spanish’ influenza (H1N1) was 
high in young adults [7]. Based on several data pregnant women are at high risk of infections due to immunological 
and physiological changes which affect respiratory, cardiovascular and other organs [8]. The US Centers for Disease 
Control and Prevention (CDC) reported the first S-OIV from a patient's specimen on April 15, 2009. The CDC 
discovered a second case of S-OIV infection on April 17, 2009. On April 23, 2009, the CDC held its first press 
conference and told the public about the outbreak. The World Health Organization (WHO) declared a global 
pandemic on April 26, 2009 [9]. During only in two months it became the first pandemic of 21stcentury and spread 
out among 170 countries [10]. According to a research [11] it was proven that H1N1 is a transmitted disease, they 
took ferret as a model because after infection their lungs and pathology behave like humans, in trachea, bronchi and 
bronchioles viruses were replicated and affected the upper and lower respiratory tract, virus was transmitted 
through aerosol or respiratory droplets [12, 13]. 
 
Influenza A viruses has single standard negative sense RNA and eight segmented genome. Size  of virions are 80-120 
nm in diameter and size of gemone is 13.5 kb approximately, there are 8 different regions of segmented and encode 
11 different types of proteins. HA and NA are envelope proteins also known as surface glycoprotein. PB2, PB1, PB1-
F2, PA and PB are the viral RNA polymerase, M1 and M2 are the matrix proteins, NS1 and NS2 are nonstructural 
proteins and these are necessary for efficient pathogenesis and replication of viral. HA make red blood cells to cluster 
together which attaches the virus to the infected cells and with the help of NA virus particles moves through the 
infected cell helps in budding from host cells. H1N1 swine influenza viruses cause infections in humans due to 
changes in antigenic characters [3,14,15]. According to a retrospective analysis Fever, headache, cough, muscular 
pain and rhinorrhoea were the main symptoms of H1N1 infection in humans and severity of disease was not 
associated with Sex [16]. 
 
The modern medical system is  based  on medical paradigm that primarily provides symptomatic care and places a 
greater emphasis on therapy. It stresses substance use, mechanical testing, invasive procedures such as surgery, and 
a patient-centered approach [17]. While therapeutic options for viral infections have improved over the last decade, 
many approved drugs are toxic and costly [18]. Many drugs are available in the market for the treatment of H1N1 
among which Oseltamivir and zanamivir are the NA inhibitors they blocking sialic acid cleavage on host cells and 
Amantadine and rimantadine M2 channel inhibitors [19-22]. Alternative and complementary drugs have been used 
to treat human illness for several years in different parts of the world, Ayurveda is the ancient Indian system of 
medicine, Traditional Chinese medicine (TCM), Unani, Siddha, Japanese traditional medicine (Kampo) and other 
complementary and alternative medicines fall under this group [17].  
 
Due to opting for swine flu alternative medicines Ayurveda and swine flu got more popularity. Sahoo et al. 
discussed about plant extract of garlic, ginger, kalmegh, ajwain, green tea, turmeric, tulsi, mentha. Which are 
traditionally used for the treatment of influenza virus. Jyotsana [23] discussed Ayurvedic formula in her article 
which keep away swine flu and build immune response. Ayurveda recommends ingesting or decocting herbs that 
contain a particular metabolic compound that protects against swine flu [24]. The majority of antiviral drugs have 
side  effects,  necessitating the study and production of natural phytochemical-based antiviral drugs. Secondary 
metabolites are found in plants, and alkaloids are one of them. Generally alkaloids found in higher plants and 
containing nitrogenous base pair in their structure. Alkaloids  possesses  therapeutic activity like anticancer, 
antibacterial and antiashthma [25]. Alkaloids considered potentially as an anti-influenza virus agent due to effects on 
inhibition of IAV replication, with chemical modification they may be more effective as IAV controller  [26]. The 
objective of this review is to compile plant-based alkaloids for their therapeutic usage and to discover other phyto-
related compounds that could be used to treat various forms of harmful viruses. 
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INHIBITION OF H1N1 
 
IAV has 100nm in diameter, it is made up of lipid bilayer and derived from host plasma membrane, there are eight 
negative sense single-stranded RNA (ssRNA) with polymerase proteins (PB1, PB2, and PA) and nucleoprotein (NP). 
There are 12 viral proteins which are encoded by eight ssRNA. HA and NA inserted into bilayer lipid as spikes 
beneath the lipid layer M1 matrix protein is present which is involved in nuclear export. M2 ion channel helps in pH 
maintenance and embedded in the lipid bilayer. Polymerase acidic protein (PA) and polymerase basic protein form 
RNA-dependent RNA polymerase [28]. Oseltamivir and zanamivir are the anti-flu drugs which is targeted on 
neuraminidase (neuraminidase inhibitors NAIs), hydrophobic residue Try347 in H1N1-NA match with the 
hydrophilic carboxyl group of oseltamivir [29]. Amantadine and rimantadine anti-flu drugs are the target on M2 
proton channel [30]. Oseltamivir is the most widely used drug for seasonal H1N1 [22]. 
 
ALKALOIDS ACT AS INHIBITORS 
 
Total alkaloid from Alstonia scholaris 
Alstonia scholaris is an evergreen tree (Apocynacy family) native to Southeast Asian countries and the Indian 
subcontinent. Plant has been used in traditional medicines like Ayurvedic, Unani Siddha, etc. In vivo assays showed 
anti-inflammatory and analgesic effects [31]. Zohu et al. 2020 [32] described the importance of total alkaloid in their 
research paper by their experiment. Their experiment was on Madin-Darby canine kidney (MDCK) and A549 cells 
and U937-derived macrophages which were infected with influenza H1N1.  In the presence of total alkaloid 
replication of viral was inhibited in A549 cells and derived macrophages. At the mRNA and protein levels 
production of cytokine and chemokine was reduced. In cell, A549 total alkaloid blocked the activation of pattern 
recognition receptor (PRR) and IFN activated signal transduction. Total alkaloid reduced the viral infection and 
increased the rate of survival, in a mouse model total alkaloid improved the lung pathology. 
 
Total alkaloid of Peganum harmala seed extract 
Peganum harmala is a perennial glabrous plant (Nitrariaceae family) that was initially found in central Asia but now 
also grows in the southwest of America, Australia, and north of Africa [33]. Peganum harmala has the most important 
alkaloid constituents like harmalol, harmaline, and harmine. Peganum harmala showed antiviral activity in vitro 
study. Ethyl alcohol extraction of Peganum harmala seeds and their total alkaloids experimented on MDCK (Madin-
Darby canine kidney) cells against Influenza A virus (H1N1) After introducing the extract with viral infection it's 
total alkaloid showed inhibitory effect against influenza A virus and inhibit RNA replication and viral polymerase 
activity which resulted in that seed extract and alkaloid content of Peganum harmala responsible for the inhibition of 
viral RNA transcription and decreased the titer of virus [34]. 
 
Theacrine 
Theacrine (1,3,7,9- tetramethyluric acid) is one of the major purine alkaloid present in buds and young leaves of 
Kucha tea, which is a Chinese tea (Camellia assamica var. kucha) [35]. According to a research [36] theacrine alkaloid 
act as anti-influenza activity and no or low cytotoxicity was observed. Theacrine inhibited the NS1 protein of the 
viral. They made a plaque assay which shows the viral progeny reduced by theacrine, expression of NS1 in the 
presence of theacrine was reduced at the concentration of 50 µM at 12 hpi. 
 
Emerimidine B 
Many plant species have Endophytes, they are living with host cells and some of the endophytic fungi producing the 
compounds which are helpful in several diseases [37]. Mangroove plant Aegiceras corniculatum possesses endophytic 
fungus Emericella sp. Which has nitrogen-containing secondary metabolites Emerimidine. Different research 
suggested that this alkaloid is a major anti-viral compound and used as an anti-viral for different types of viral 
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strains. By using CPE inhibition assay antiviral activity against influenza A virus was evaluated which gave the 
positive result at 50% inhibition concentration (IC50), cytoprotection against viral infection was 50% [38].   
 
Homonojirimycin 
Homonojirimycin (HNJ) is an alkaloid that is present in Commelina communis commonly known as day flower. Total 
alkaloid of C. communis showed the antiviral effect Zhang et al. 2013 [39] researched on 96 well-cultured plates cell 
line was MDCK, they prepared the solution by using total alkaloid with 0.1% DMSO and more than 95% of 
compounds, the antiviral activity of the alkaloids was determined by cytopathic effect (CEP) reduction method. After 
their experiment, they concluded that Homonojirimycin inhibited the growth of the influenza A virus. 
 
Quinazoline alkaloids 
Quinazoline are major alkaloids present in Evodia rutaecarpa which is used as an anti-inflammatory herbal remedy, in 
Research [40] took quinazoline alkaloids dehydroevodiamine (DeHE), rutaecarpine (Rut) and evodiamine (Evo) with 
ethanolic extract of Evodia rutaecarpa and studied inhibitory effects against H1N1. Induced chemokines production 
was observed in A549 lung epithelial cells and their results showed that E. rutaecarpa was an inhibitor of RANTES 
which is a protein and secreted by H1N1 in inoculated cells (A549). Evo was the most potent and inhibited H1N1 
induced RANTES production. They concluded as these three major alkaloids showed different potentials for the 
inhibition of the cell migration and inhibited chemokines secretion and induced the production of RANTES and 
MCP-1 production in epithelial cells of human lungs.  
 
Isoquinoline alkaloids 
Isoquinoline alkaloids present in rhizomes of Coptis chinensis which includes six alkaloids which are palmatine, 
jatrorrhizine, berberine, epiberberine, columbamine, and coptisine. Literature showed that it has the potential to treat 
influenza A. It inhibit the neuraminidase (NA). Le et al. 2020 [41] describe Protein-Ligand Interaction Profiler (PLIP) 
for demonstration of the bond formed between the binding pocket of the receptor of interest and ligand. Isoquinoline 
alkaloids showed higher affinity compare to oseltamivir, zanamivir, and natural binding ligand sialic acid they 
explained the results via a 2D picture. They took the 3D structure of NA protein as the receptor and bioactive 
compound as ligand and utilized molecular docking. On NA-1 and NA-2 it showed good inhibitor action with 
higher binding affinity to all receptors of interest. 
 
Cytisine 
Cytisine is a quinolizidine alkaloid that is reported for anti-influenza activity. 9-carboxamides of methylcytosine 
worked against Influenza A virus. The reason behind this is their interactions with 4R7B active site of NA [42]. 
 
Berberine 
Berberine is an isoquinoline alkaloid found in many plants, used in India and China for a very long time as 
antimicrobial [43]. In RAW 264.7 macrophage-like cells, A549 human lung epithelial-derived cells, and murine bone 
marrow-derived macrophages, influenza A strains PR/8/34 or WS/33 showed strong inhibition in their growth. 
Berberine inhibits the virus protein maturation by inhibiting the post-translation which causes the inhibition on the 
growth of the virus. Berberine inhibits the production of TNF-α and PGE2 from A/pr/8/34 infected-RAW 264.7 cells. 
In A549 human lung epithelial cells growth of IAV inhibits by berberine and it also blocked the growth of strain 
A/PR8/34 (98% inhibition at 48 hours) [44].  
 
Indirubin 
Indirubin is a bisindole alkaloid which is present in Isatis indigotica one research [45] suggested that it is useful for the 
reduced susceptibility of H1N1. The research was designated on mice, indirubin causes the lower mortality rate and 
reduces lung damage. Indirubin also protects against pneumonia which caused by H1N1 in stressed mice and 
promotes INF-β generation through MAVS antiviral signaling. 
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CONCLUSION 
 
Swine flu sparked a pandemic in the twentieth century, and its deadly effects resulted in death. Many antiviral drugs 
and vaccines are now affordable, but they come with their own set of side effects. Every country has its own 
traditional way of treating any disease. Many plants have anti-viral and anti-fungal activity, secondary metabolites 
are formed by plants for their own protection; literature review revealed that many plants have secondary 
metabolites that cure a variety of diseases, as seen in the preceding review alkaloid has a lot of potential as a viral 
inhibitor. Alkaloids can be a better alternative to antiviral drugs and can also help to prevent pandemics and above 
review proved that alkaloid stand out to be most important/ promising secondary metabolite for influenza treatment. 
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Table 1: Docking with natural compound  

Inhibition On Source/Compound Reference 
NA 
 
 
 
M2 Channels 
 
 
NA and HA 

Garlic, Ginger, Kalmegh, Scutellaria galericulata, Ajwain, Green 
tea, Lico rice, Turmeric, Mentha, Tulsi, Green tea, Giloy  
Methyl salicylate, Menthol, camphor 
 
Quinic acid, genipin, syringic acid, cucurbitne, fagarine and 
mrthyl isoferulate (Traditional Chinese medicine) 
 
Tulsi 

[19] 
 
[55] 
 
[56] 
 
 
[57] 

 

Table 2: The effects of various forms of alkaloids on H1N1 are seen 
Alkaloid Studied on Inhibition factor/ viral resistance Reference 

TA of Alstonia 
scholaris 
 
TA of Peganum 
harmala seed 
 
Theacrine (50 µM 
conc) 
 
Emerimidine 
 
Homonojirimycin 
 
Quinazoline  
(DeHE, Rut, Evo) 
 
Isoquinoline  
alkaloids 
 
Cytisine 
 
Berberine 
 
 
Indirubin 

MDCK (Madin-Darby 
canine kidney) 
 
MDCK 
 
 
MDCK 
 
 
MDCK 
 
MDCK 
 
A549 cells 
 
 
Molecular docking 
 
 
MDCK 
 
264.7 macrophage-like 
cells, A549 human lung 
epithelial  
Mice 

Inhibit viral replication 
 
 
Inhibit RNA replication and 
Polymerase activity 
 
NS1 protein inhibit 
 
 
Inhibit Virus 
 
Inhibit virus replication 
 
Induced RANTE and MCP-1 
 
 
Inhibit NA-1, NA-2 
 
 
Inhibit NA 
 
Inhibit post- translation and also 
inhibit TNF-α and PGE2 in 264.7 
 
Decrease mortality 

[32] 
 
 
[34] 
 
 
[36] 
 
 
[38] 
 
[39] 
 
[40] 
 
 
[41] 
 
 
[42] 
 
[44] 
 
 
[45] 
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Structure of H1N1 Virus [27]  

 

  
Theacrine [46] Emerimidine B [47] 
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Homonojirimycin [48] Dehydroevodiamine [49] 

 

 
 
 
 
 
 
 
 
 
 
 
 

Rutaecarpine [50] Evodiamine [51] 

  
Indirubin [52] Berberine  [53] 

 

Cytisine  [54]  
Structure of Alkaloids 
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Fuzzy Set was presented by [1] L.A.Zadeh in 1965. In a Fuzzy set, the characteristic function assigns a 
range of membership values for the elements, while in a crisp set, the characteristic function assigns only 
two values  1 and 0. In crisp set every member in the universe is assigned a  membership value either 
zero or one. Zadeh extended this range {0,1} to the closed interval [0,1] and introduced Fuzzy set. The 
concept of Fuzzy Set was generalized to Intuitionistic Fuzzy Set  by [2] Atanassov by taking into the 
consideration of  the grade of membership and non-membership value for every element in the universe. 
In this paper some of the aspects of the Fuzzy Homomorphism on Intuitionistic Fuzzy Subgroups have 
been  investigated. 
 
Keywords: Intuitionistic Fuzzy Sets, Intuitionistic Fuzzy Subgroups, Intuitionistic Fuzzy Points, Fuzzy 
Homomorphism. 
  
INTRODUCTION 
 
More generalizations of the ideas for fuzzy Sets have been made in various areas.  In this paper some of the results 
related to Fuzzy sets and Fuzzy subgroups are generalized for the Intuitionistic Fuzzy sets and Intuitionistic Fuzzy 
Subgroups with the main focus is in the area of Fuzzy Homomorphism. 
 
Preliminaries 
1) [2] For a nonempty set	ܺ, an Intuitionistic Fuzzy Set (I.F.S)ܣ of ܺ is defined as an object of the form,	ܣ =
ݔ/((ݔ)஺ߥ,(ݔ)஺ߤ,ݔ)} ∈ ܺ}. Here ߤ஺:ܺ → [0,1] indicates the degree of membership andߥ஺ :ܺ → [0,1] indicates the degree 
of non-membership of the element ݔ ∈ ܺ and for every element	ݔ ∈ ܺ,0 ≤ (ݔ)஺ߤ + (ݔ)஺ߥ ≤ 1. 
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2)An I.F.S,	ܣ on ܺ which takes the values ߙ	and ߚ as Membership value and Non Membership value at some point 
ݔ ∈ ܺ  where 0 ≤ ߙ ≤1,0 ≤ ߚ ≤1,	0 < ߙ + ߚ ≤1 and  takes the values 0	and 1 as Membership value and Non 
Membership value at all other  points ݕ ∈ ݕ,ܺ ≠  ఈ,ఉݔ is called an Intuitionistic   Fuzzy point and is denoted by ݔ
 
3) [3] An I.F. Set ܣ is said to be an I.F Subgroup of ܩ if, a)ߤ஺(ݕݔ) ≥ (ݔ)஺ߤ ∧   and, (ݔ)஺ߤ=(ଵିݔ)஺ߤ;(ݕ)஺ߤ
 b)ߥ஺(ݕݔ) ≤ (ݔ)஺ߥ ∨ ݕ,ݔ	for all (ݔ)஺ߥ=(ଵିݔ)஺ߥ;(ݕ)஺ߥ ∈  ܩ
 
ܣZadeh’s extension principle defines .ܩ	are I.F. Subgroups of a Group	ܤ and ܣ(4 ∘  .ଵ as followsିܣ and	ܤ
 
ܣ) ∘ (ݔ)(ܤ = =(ݔ)஺∘஻ߤ where, ((ݔ)஺∘஻ߥ,(ݔ)஺∘஻ߤ) ௌ௨௣

௦௧ୀ௫	min	(ߤ஺(ݏ),ߤ஻(ݐ)) 
=0, if ݔ	can not be expressed as ݔ =  and ,ݐݏ
 ((ݐ)஻ߥ,(ݏ)஺ߥ)		max	ூ௡௙௦௧ୀ௫  = (ݔ)஺∘஻ߥ	
                                                                                = 1, if ݔ	can not be expressed as ݔ =  ݐݏ
(ݔ)஺షభߤ where ((ݔ)஺షభߥ,(ݔ)஺షభߤ)= (ݔ)ଵିܣ = (ݔ)஺షభߥ,		(ଵିݔ)஺ߤ =  (ଵିݔ)஺ߥ
 
Proposition 1: If ܩis a group and ݔఈ,ఉ ఊ,ఋݕ,  are I.F points, then 
 
a)ݔఈ,ఉ	.ݕఊ,ఋ=(ݕ.ݔ)

ఈ∧ఊ,ఉ∨ఋ
      and     ൫(ݔఈ,ఉ)ିଵ൯=(ିݔଵ)ఈ,ఉ 

Proof: ݔఈ,ఉ	(ݐ) = ݐ if ,(ߚ,ߙ) = 0	where ,ݔ < ߙ + ߚ ≤1 
= (0,1), if  ݐ ≠  ݔ
(ݐ)	(ఊ,ఋݕ.	ఈ,ఉݔ) = ( ௌ௨௣

௔.௕ୀ௧	min	(ߤ௫ഀ,ഁ	
௬ം,ഃߤ,(ܽ)

(ܾ)), ூ௡௙
௔.௕ୀ௧	max	(ߥ௫ഀ,ഁ	

௬ം,ഃߥ,(ܽ)
(ܾ))) 

= (0,1), otherwise 

= ቊ൫min(ߙ, ,(ߛ max(ߚ , ,൯(ߜ ݔ	݂݅ = ݕ	݀݊ܽ	ܽ = ܾ		
݁ݏ݅ݓݎℎ݁ݐ݋,(0,1)

 

= ቊ൫min(ߙ, ,(ߛ max(ߚ , ,൯(ߜ ݕ.ݔ	݂݅ = ܽ.ܾ = ݐ
݁ݏ݅ݓݎℎ݁ݐ݋,(0,1)

 

(ݕ.ݔ)=                          
ఈ∧ఊ,ఉ∨ఋ

 

Since ିܣଵ(ݔ) = (ߤ஺షభ(ݔ),ߥ஺షభ(ݔ)) , whereߤ஺షభ(ݔ) = (ݔ)஺షభߥ,		(ଵିݔ)஺ߤ =  ,(ଵିݔ)஺ߥ
൫(ݔఈ,ఉ)ିଵ൯(ݐ) =  (ଵିݐ)(ఈ,ఉݔ)
,	if  (ߚ,ߙ	)= ଵିݐ = ݐ that is if, ݔ =  ଵିݔ
=(0,1) otherwise 
 (ݐ)(ఈ,ఉ(ଵିݔ))=                      
 
Proposition 2: For an I.F Subgroupܣ of a Groupܩ, define, 
(ݔ)஺ߤ/	ఈ,ఉݔ} =ሚܣ ≥ (ݔ)஺ߥ,	ߙ ≤ ݔ	,ߚ ∈ ߙ	where{ܩ ∈ ߚ,[(݁)஺ߤ,0] ∈ ,(݁)஺ߥ] 1].Then under the operation defined 
by, ఊ,ఋݕ.	ఈ,ఉݔ	 ఈ∧ఊ,ఉ∨ఋ(ݕ.ݔ)=   ሚ is a monoidܣ, 
In particular the setܣሚ௘= {ݔఓಲ(௘),ఔಲ(௘)	/ݔ ∈  is a group {ܩ
Proof: Letݔఈ,ఉ	,ݕఊ,ఋ ∈  ሚܣ
ఈ∧ఊ,ఉ∨ఋ(ݕ.ݔ)= ఊ,ఋݕ.	ఈ,ఉݔ	  
(ݔ)஺ߤ ≥ (ݕ)஺ߤ and ߙ ≥  ߛ
⇒ (ݕݔ)஺ߤ ≥	min (ߤ஺(ݔ),ߤ஺(ݕ)) 
≥min (ߙ, ߙ=(ߛ ∧  	ߛ
(ݔ)஺ߥ ≤ (ݕ)஺ߥ ,and ߚ ≤  ߜ
⇒ (ݕݔ)஺ߥ ≤	max (ߥ஺(ݔ),ߥ஺(ݕ)) 
		≤	max (ߚ, ߚ	=(ߜ ∨  ߜ
	⇒ ఊ,ఋݕ.	ఈ,ఉݔ ∈  ሚܣ
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Clearly associative law holds good. 
Here ఓ݁ಲ(௘),ఔಲ(௘)	 ∈  ሚܣ
Also	ݔఈ,ఉ	. ఓ݁ಲ(௘),ఔಲ(௘)	 = .ݔ	)	 ݁)ఈ∧ఓಲ(௘),ఉ∨	ఔಲ(௘)=	ݔఈ,ఉ	= ఓ݁ಲ(௘),ఔಲ(௘)	.  	ఈ,ఉݔ	
⇒ ఓ݁ಲ(௘),ఔಲ(௘)	is the identity element. 
 .ሚ is a monoidܣ
 
Proposition 3: If ܣ is an I.F.Sub group of a group ܩand ߙ ∈ ߚ ,((݁)஺ߤ,0] ∈ ,(݁)஺ߥ) 1],then the set , 
ݔ} =(ܣ)	ఈ,ఉߪ ∈ (ݔ)஺ߤ/ܩ > (ݔ)஺ߥ,	ߙ <  .ܩ is a subgroup of {ߚ
Proof: Let ݕ,ݔ ∈ ఈߪ ,ఉ	(ܣ) 
⇒ (ݔ)஺ߤ > ⇒ ߙ (ݕ)஺ߤ > (ݔ)஺ߥ and ߙ < ;ߚ (ݕ)஺ߥ <  ߚ
⇒ (ݕݔ)஺ߤ ≥	min (ߤ஺(ݔ),ߤ஺(ݕ)) 	> (ݕݔ)஺ߥand ߙ ≤	max(ߥ஺(ݔ),ߥ஺(ݕ)) <  ߚ
⇒ ݕ.ݔ ∈  (ܣ)	ఈ,ఉߪ
⇒ (ଵିݔ)஺ߤ = (ݔ)஺ߤ > (ଵିݔ)஺ߥandߙ = (ݔ)஺ߥ <  ߚ
⇒ ଵିݔ ∈  (ܣ)	ఈ,ఉߪ
Since ߤ஺(݁) > (݁)஺ߥ and ߙ < ݁	, ߚ ∈  (ܣ)	ఈ,ఉߪ
ݔ} =(ܣ)	ఈ,ఉߪ ∈ (ݔ)஺ߤ/ܩ > (ݔ)஺ߥ,	ߙ <  .ܩ is a subgroup of {ߚ
 
Definition: [4] Let ܣ and ܤ	be  I.F.S.Gs of the Groupsܩ and ܩ ′separately. A mapping, ሚ݂:ܣሚ → ෨ܤ  is said to be a Fuzzy 
Homomorphism if it preserves the group operation. 
That is if ሚ݂(ݔఈ,ఉ	.ݕఊ,ఋ) = ሚ݂(ݔఈ,ఉ	) ሚ݂(ݕఊ,ఋ)	,for all	ݔఈ,ఉ	,ݕఊ,ఋ ∈  ሚܣ
A fuzzy Homomorphism ሚ݂:ܣሚ → ෨ܤ  is said to be a Fuzzy Isomorphism, if it is a bijection. 
The following results are the generalizations of the corresponding results in Fuzzy Subgroups given by Fang Jin-
xuan[4] 
 
Proposition4:ܣ and ܤ are  I.F.S.Gs of ܩ,ܩ ′ respectively and ሚ݂:ܣሚ → ෨ܤ  is a Fuzzy Homomorphism. Then a) 
supp ሚ݂(݁ఈ,ఉ	)=݁′ and supp ሚ݂(ݔఈ,ఉ	) = supp ሚ݂(ݔఊ,ఋ) for all	ߙ ∈ ߚ,[(݁)஺ߤ,0] ∈ ,(݁)஺ߥ] 1] 
Therefore corresponding to the fuzzy Homomorphism, ሚ݂:ܣሚ → ෨ܤ , there exists a function ݂:ܩ →  and the restriction ′ܩ
functions, ߶௫:[0,ߤ஺(݁)] ,(݁)஺ߥ]:and ߰௫ [(′݁)஻ߤ,0]→	 1) ,(′݁)஻ߥ]→	 1), such that ሚ݂(ݔఈ,ఉ	) = 	ఈ,ఉݔ	థೣ(ఈ),టೣ(ఉ), for all((ݔ)݂) ∈  ሚܣ
Proof:	ܣሚ= {ݔఈ,ఉ	/ߤ஺(ݔ) ≥ (ݔ)஺ߥ,	ߙ ≤ ݔ	,ߚ ∈ ߙ	where{ܩ ∈ ߚ,[(݁)஺ߤ,0] ∈ ,(݁)஺ߥ] 1] 
Let ሚ݂(݁ఈ,ఉ	)=	ݕఒ,ఓ	, where 	ݕఒ,ఓ	 ∈ ෨ܤ  
⇒	supp ሚ݂(݁ఈ,ఉ	)=	ݕ 
ሚ݂(݁ఈ,ఉ	). ሚ݂(݁ఈ,ఉ	)= ሚ݂(݁ఈ,ఉ	. ݁ఈ,ఉ	) 
⇒ .	ఒ,ఓݕ	 	ఒ,ఓݕ	 = ሚ݂(݁. ݁)ఈ,ఉ	) 
⇒ =	ఒ,ఓ(ݕ.ݕ	) ሚ݂(݁ఈ,ఉ	)=	ݕఒ,ఓ	 
⇒ ݕ.ݕ	 =  ݕ
⇒ ݕ	 = ݁′ 
⇒	supp ሚ݂(݁ఈ,ఉ	)=݁′ 
Let ሚ݂(ݔఈ,ఉ	)=ݕ′ఈ′,ఉ′	 and ሚ݂(ݔఊ,ఋ	)=ݖ′ఊ′,ఋ	′	 
.ݔ)	=ఈ∧ఊ,ఉ∨ఋݔ ݁)ఈ∧ఊ,ఉ∨ఋ=ݔఈ,ఉ	.݁ఊ,ఋ	 
ሚ݂(ݔఈ∧ఊ,ఉ∨ఋ)= ሚ݂(ݔఈ,ఉ	.݁ఊ,ఋ	)= ሚ݂(ݔఈ,ఉ	). ሚ݂(݁ఊ,ఋ	) = .(	′ఈ′,ఉ′ݕ) (݁′௛,௞) 

 ఈ′∧௛,ఉ′∨௞(′ݕ)=ఈ′∧௛,ఉ′∨௞(′݁.′ݕ)	=                    
Also ሚ݂(ݔఈ∧ఊ,ఉ∨ఋ)= ሚ݂(ݔఊ,ఋ	.݁ఈ,ఉ	)= ሚ݂(ݔఊ,ఋ	). ሚ݂(݁ఈ,ఉ	)=ݖ′ఊ′,ఋ	′	.݁′௦,௧=ݖ′ఊ′∧௦,ఋ	′	∨௧ 
⇒supp ሚ݂(ݔఈ,ఉ	) = supp ሚ݂(ݔఊ,ఋ) 
 
Proposition 5:  If ܣ and ܤ are I F Subgroups of ܩ,ܩ′ respectively and ሚ݂:ܣሚ → ෨ܤ  is a fuzzy homomorphism, then 
߶௫(ߙ) ≤ ߶௘(ߙ) and߰௘(ߚ) 	 ≤ ߰௫(ߚ) 
Proof: ሚ݂(ݔఈ,ఉ	) = ሚ݂((ݔ. ݁)ఈ,ఉ	)= ሚ݂(ݔఈ,ఉ	.݁ఈ,ఉ	)= ሚ݂(ݔఈ,ఉ	). ሚ݂(݁ఈ,ఉ	) 
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⇒ .(థೣ(ఈ),టೣ(ఉ)(ݔ)݂)=థೣ(ఈ),టೣ(ఉ)((ݔ)݂) (݂(݁)థ೐(ఈ),ట೐(ఉ)) 
 థ೐(ఈ),ట೐(ఉ)′݁.(థೣ(ఈ),టೣ(ఉ)(ݔ)݂)=                                  
⇒  (థೣ(ఈ)∧థ೐(ఈ),టೣ(ఉ)∨ట೐(ఉ)(ݔ)݂)=థೣ(ఈ),టೣ(ఉ)((ݔ)݂)
⇒ ߶௫(ߙ) = ߶௫(ߙ) ∧ ߶௘(ߙ)	and,߰௫(ߚ) =,߰௫(ߚ) ∨ ߰௘(ߚ) 
⇒ ߶௫(ߙ) ≤ ߶௘(ߙ)	and	߰௘(ߚ) 	 ≤ ߰௫(ߚ) 
 
Proposition 6: If ܣ and ܤ are I F Subgroups of ܩ,ܩ′ respectively and ሚ݂:ܣሚ → ෨ܤ  be a fuzzy homomorphism, 
then	ݔఈ,ఉ	 ≤ ఊ,ఋݔ  implies that ሚ݂(ݔఈ,ఉ	) 	≤ ሚ݂(ݔఊ,ఋ). That is ሚ݂  is order preserving. 
Proof:		ݔఈ,ఉ	 ≤ ఊ,ఋݔ ⇒ ߙ	 ≤ ߜ  and ߛ ≤  	ߚ
⇒ ߙ	 ∧ ߛ = ߚ	and	ߙ	 ∨ 	ߜ =  	ߚ
⇒ 	ఈ,ఉݔ	 = ఊ,ఋݔ=		ఈ∧ఊ,ఉ∨ఋݔ	 .݁ఈ,ఉ	 
⇒ ሚ݂(ݔఈ,ఉ	) = ሚ݂(ݔఊ,ఋ .݁ఈ,ఉ	) = 	 ሚ݂(ݔఊ,ఋ). ሚ݂(݁ఈ,ఉ	) 
⇒  థೣ(ఊ),టೣ(ఋ).݁′థ೐(ఈ),ట೐(ఉ)((ݔ)݂)=థೣ(ఈ),టೣ(ఉ)((ݔ)݂)
⇒ థೣ(ఈ),టೣ(ఉ)((ݔ)݂) =  థೣ(ఊ)∧థ೐(ఈ),టೣ(ఋ)∨ట೐(ఉ)((ݔ)݂)
⇒ ߶௫(ߙ) = ߶௫(ߛ) ∧ ߶௘(ߙ)and,߰௫(ߚ) = ߰௫(ߜ) ∨ ߰௘(ߚ) 
⇒ ߶௫(ߙ) ≤ ߶௫(ߛ)and߰௫(ߜ) ≤,߰௫(ߚ) 
⇒ థೣ(ఈ),టೣ(ఉ)((ݔ)݂) ≤  థೣ(ఊ),టೣ(ఋ)((ݔ)݂)
⇒ ሚ݂(ݔఈ,ఉ	) 	≤ ሚ݂(ݔఊ,ఋ). 
⇒ ሚ݂is order preserving. 
 
CONCLUSION 
 
Relative to I.F.Sets and I.F Subgroups, some of the aspects of  the Fuzzy homomorphism has been investigated . More 
indications of the aspects of Fuzzy Homomorphism in the context of fuzzy Subgroups can be applied for I.F 
subgroups also. 
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Diabetic ketoacidosis (DKA) is a medical emergency caused by insulin deficiency. It is characterized by 
hyperglycemia, metabolic acidosis, and ketoacidosis. DKA arises from lack of insulin, with or without a 
precipitating event that leads to a cascade of pathophysiological changes. Diabetic ketoacidosis (DKA) is 
an acute, major, life-threatening complication of diabetes that requires immediate treatment. Diabetic 
ketoacidosis (DKA) remains a significant complication of diabetes around the world and also associated 
with high rates of hospitalization. Therefore, it becomes important to manage the hyperglycemic 
calamity associated with diabetes by the healthcare professional. Additionally, with expanding medical 
services costs and a changing medical care framework, avoidance of diabetic ketoacidosis stays 
fundamental. The goals of DKA treatment are to normalize volume status, hyperglycemia, electrolytes, 
and ketoacidosis. Pharmacists in community or ambulatory-care settings can assist in preventing DKA, 
while inpatient pharmacists play a role in management of DKA. Allergic reaction to insulin is rare, 
especially when using recombinant human insulin. Generally, DKA may be characterized by significant 
hyperglycemia, metabolic acidosis, and ketoacidosis. However, DKA may present in various ways, from 
euglycemia to severe hyperglycemia with or without dehydration and coma.3-5 The treatment approach 
for each patient is highly individualized based on a patient’s clinical factors.5 This review discusses the 
treatment of DKA, with emphasis on the controversial aspect of initial fluid replacement therapy. 
 
Keywords: Diabetic ketoacidosis, hyperglycemia, gluconeogenesis, metabolic acidosis 
 
INTRODUCTION 
 
Diabetic ketoacidosis and the hyperosmotic hyperglycemic state are the two major hyperglycemic crises associated 
with diabetes:. Diabetic ketoacidosis primarily results from hyperglycemic hyperosmolar state (HHS) and insulin 
deficiency from severe insulin resistance [1]. Both of the crises result in consequent glucagon and counter-regulatory 
hormone overload from lack of restraint from insulin [2]. Normally, with raised blood glucose, as occurs after a 
digested meal, there are production and release of insulin by the beta cells in the islets of Langerhans. Diabetic 
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ketoacidosis (DKA) is characterized by the triad of hyperglycemia, ketosis, and metabolic acidosis [3]. This results 
from a relative or absolute deficiency of insulin and an excess of counter-regulatory hormones including glucagon, 
cortisol, catecholamines, and growth hormones leading to hyperglycemia, glycosuria, dehydration, and 
hyperosmolarity of varying severity. Dehydration and hyperglycemia results in hyper tonicity and an efflux of water 
from the intracellular space to the hypertonic extracellular space. There is also a potassium efflux from the 
intracellular space, aggravated by acidosis, lack of effective insulin action, and breakdown of intracellular proteins 
[4]. 
 
Pathophysiology 
DKA results from insulin inadequacy from new-beginning diabetes, insulin resistance, remedy or illegal medication 
use and expanded insulin need due to disease [4]. This insulin deficiency stimulates the elevation of the counter 
regulatory hormones (glucagon, catecholamines, cortisol, and growth hormone). Simply put, DKA is caused by too 
little insulin and a response from the endocrine system that causes an increase in catecholamines, cortisol, glucagon, 
and growth hormone.[5] The lack of insulin or other precipitating conditions stimulates the release of the regulatory 
hormones leading to hyperglycemia. The lack of glucose utilization and increase in gluconeogenesis and 
glycogenolysis causes hyperglycemia. Hyperglycemia further causes diuresis, leading to dehydration, electrolyte 
abnormalities, and kidney dysfunction [3,4]. Because the body is unable to use glucose, lipase breaks down adipose 
tissue for energy, some of which is broken down into ketones, thereby leading to ketoacidosis [6]. In DKA, decreased  
efficacious insulin concentrations and increased concentrations of counter regulatory hormones (catecholamines, 
cortisol, glucagon, and growth hormone) lead to hyperglycemia and ketosis. Hyperglycemia occurs as a result of 
three actions 
 
1. Increased gluconeogenesis (generation of glucose from certain non-carbohydrate carbon substrates) 
2. Accelerated glycogenolysis (breakdown of the molecule glycogen into glucose) 
3. Impaired glucose utilization by peripheral tissues [7-8]. 
 
This is boost by transient insulin resistance due to the imbalancement of hormone itself as well as the elevated free 
fatty acid concentrations. The blend of insulin deficiency and increased counter regulatory hormones in DKA 
moreover leads to the release of free fatty acids into the circulation from adipose tissue (lipolysis) and to 
uncontrolled hepatic fatty acid oxidation in the liver to ketone bodies (β-hydroxybutyrate and acetoacetate) [9], with 
resulting ketonemia and metabolic acidosis. 
 
Diagnosis 
 
Typical Clinical Presentation 
The management of Diabetic ketoacidosis (DKA) varies with severity and concurrent situation. Polyuria with 
polydipsia is the most common symptom and was found in 98 percent of persons in one study of childhood type 
1diabetes. Other common symptoms included weight loss (81 percent), fatigue (62 percent), dyspnea (57 percent), 
vomiting (46 percent), preceding febrile illness (40 percent), abdominal pain (32 percent), and polyphagia (23 
percent) [10]. Dehydration causes tachycardia, poor skin turgor, dry mucous membranes, and orthostatic 
hypotension. The metabolic acidosis may lead to compensatory deep (Kussmaul) respirations, whereas increased 
acetone can be sensed as a fruity smell on the patient's breath. Mental status can vary from somnolence to lethargy 
and coma. A detailed evaluation may reveal precipitating factors, especially no adherence to medical regimens and 
infection, which are common causes of DKA. 
 
Differential diagnosis 
Not all patients suffering from ketoacidosis have Diabetic ketoacidosis (DKA). Ketosis and alcoholic ketoacidosis due 
to starvation are differentiated by clinical history and by plasma glucose concentrations that range from mildly 
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raised (rarely >200 mg/dl) to hypoglycemia (11). In addition, although alcoholic ketoacidosis can result in profound 
acidosis, the serum bicarbonate concentration in starvation ketosis is usually not less than 18 mEq/l. Diabetic 
ketoacidosis  must also be distinguished from other causes of high–anion gap metabolic acidosis, including lactic 
acidosis; ingestion of drugs such as salicylate, methanol, ethylene glycol, and paraldehyde; and acute chronic renal 
failure (12). Since lactic acidosis is more normal in patients with diabetes than in non-diabetic people because 
elevated lactic acid levels may occur in severely volume-contracted patients, plasma lactate should be measured on 
admission. A clinical history of past medication misuse ought to be looked for. Estimation of serum salicylate and 
blood methanol level might be useful. Ethylene glycol (antifreeze) is recommended by the presence of calcium 
oxalate and hippurate crystals in the urine. Ingestion of Paraldehyde is designated by its characteristic strong odor 
on the breath. Because these intoxicants are low–molecular weight organic compounds, they can produce an osmolar 
gap in addition to the anion gap acidosis (13). A recent report states that active cocaine use is an independent risk 
factor for recurrent DKA (14). 
 
Diagnostic Testing 
The initial laboratory evaluation of patients consist of determination of plasma glucose, creatinine, blood urea 
nitrogen, electrolytes (with calculated anion gap), osmolality, serum and urinary ketones, and urinalysis, as well as 
initial arterial blood gases and a complete blood count with a differential. An electrocardiogram (ECG), chest X-ray, 
and urine, sputum or blood cultures should also be obtained. The diagnosis of DKA is based on an elevated serum 
glucose level (greater than 250 mg per dL [13.88 mmol per L]), an elevated serum ketone level, a pH less than 7.3, 
and a serum bicarbonate level less than 18 mEq per L (18 mmol per L).[15] Although arterial blood gas measurement 
remains the most widely recommended test for determining pH, measurement of venous blood gas has gained 
acceptance. 
 
In DKA the key diagnostic feature is the elevation in circulating total blood ketone concentration. Assessment of 
increased ketonemia is usually performed by the nitroprusside reaction, which provides a semiquantitative 
estimation of acetoacetate and acetone levels. Although the nitroprusside test (both in urine and in serum) is highly 
sensitive, it can underestimate the severity of ketoacidosis because this assay does not recognize the presence of β-
hydroxybutyrate, the main metabolic product in ketoacidosis [16,17]. If available, measurement of serum β-
hydroxybutyrate may be useful for diagnosis [18]. Accumulation of ketoacids results in an increased anion gap 
metabolic acidosis. The anion gap is calculated by subtracting the sum of chloride and bicarbonate concentration 
from the sodium concentration: [Na − (Cl + HCO3)]. A normal anion gap is between 7 and 9 mEq/l and an anion gap 
>10–12 mEq/l indicate the presence of increased anion gap metabolic acidosis [19].  
 
Hyperamylasemia has been reported in 21–79% of patients with DKA; however, there is slight association between 
the degree, presence, or isoenzyme type of hyperamylasemia and the presence of gastrointestinal symptoms 
(abdominal pain, nausea and vomiting) or pancreatic imaging studies. A serum lipase assurance might be 
advantageous in the differential analysis of pancreatitis; however, lipase could as well be raised in DKA without 
pancreatitis [20]. Further initial laboratory studies should comprise measurement of electrolytes, phosphate, blood 
urea nitrogen, and creatinine; urinalysis; complete blood count with differential; and electrocardiography. [21] 
Potassium level is normal or low in persons with DKA, despite renal losses caused by the acidic environment. An 
initial potassium level less than 3.3 mEq per L (3.3 mmol per L) indicates profound hypokalemia. Amylase and lipase 
levels may be increased in persons with DKA, even in those without associated pancreatitis; however, 10 to 15 
percent of persons with DKA do have concomitant pancreatitis [22-20]. 
 
Treatment 
Successful treatment of DKA requires correction of dehydration, hyperglycemia, and electrolyte imbalances; 
identification of comorbid precipitating events; and above all, frequent patient monitoring. Protocols for the 
management of patients with DKA and HHS are summarized in Figure below [23]. 
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Fluid Replacement 
After determining the level of dehydration, intravenous fluid replacement should be started. In most persons, saline 
0.9 percent is started at 15 to 20 ml/kg per hour or 1 L per hour initially. Fluid status, urine output, blood pressure, 
cardiac status and electrolyte level should be monitored. As the patient stabilizes, fluids can be lowered to 4 to 14 ml/ 
kg per hour, or 250 to 500 ml per hour. Once the corrected sodium concentration is normal or high (greater than 135 
mEq per L [135 mmol/l]), the solution can be changed to saline 0.45%. Dextrose is added when the glucose level 
decreases to 200 mg per dl (11.10 mmol/ l) [24]. During treatment of DKA, hyperglycemia is recovered faster than 
ketoacidosis. The mean duration of treatment until blood glucose is <250 mg/dl and ketoacidosis (pH >7.30; 
bicarbonate >18 mmol/l) is corrected is 6 and 12 h, respectively [25-26]. Once the plasma glucose is ∼ 200 mg/dl, 5 
percent dextrose should be added to replacement fluids to allow nonstop insulin administration until ketonemia is 
controlled while at the same point avoiding hypoglycemia. 
 
Insulin Therapy 
The basis in the treatment of DKA requires the administration of regular insulin through continuous intravenous 
infusion or by recurrent subcutaneous or intramuscular injections. Randomized controlled studies in patients with 
DKA have shown that insulin therapy is effective regardless of the route of administration. The administration of 
continuous intravenous infusion of regular insulin is the preferred route because of its short half-life and easy 
titration and the delayed onset of action and prolonged half-life of subcutaneous regular insulin [27-28-29]. 
 
To further correct hyperglycemia, insulin should be added to intravenous fluids one to two hours after fluids are 
initiated. An initial bolus of 0.1 units per kg should be given with an infusion of 0.1 units per kg per hour.[30] Some 
believe this bolus is unnecessary as long as an adequate infusion of insulin is maintained.[31] An infusion of 0.14 
units per kg per hour is recommended in the absence of a bolus. Glucose level should decrease by about 50 to 70 mg 
per dl (2.77 to 3.89 mmol/l) per hour, and the insulin infusion should be adjusted to achieve this goal.[30] Once the 
glucose level decreases to 200 mg per dl, the insulin infusion rate should be decreased to 0.05 to 0.1 units per kg per 
hour, and dextrose should be added to the intravenous fluids to maintain a glucose level between 150 and 200 mg 
per dl (8.32 and 11.10 mmol/l).[30] Subcutaneous insulin is an effective alternative to intravenous insulin in persons 
with uncomplicated DKA. 
 
Treatment with subcutaneous rapid-acting insulin analogs (lispro and aspart) has been shown to be an effective 
alternative to the use of intravenous regular insulin in the treatment of DKA. Treatment of patients with mild and 
moderate DKA with subcutaneous rapid-acting insulin analogs every 1 or 2 h in non–intensive care unit (ICU) 
settings has been shown to be as safe and effective as the treatment with intravenous regular insulin in the ICU [32-
33]. The rate of decline of blood glucose concentration and the mean duration of treatment until correction of 
ketoacidosis were similar among patients treated with subcutaneous insulin analogs every 1 or 2 h or with 
intravenous regular insulin. However, until these studies are confirmed outside the research arena, patients with 
severe DKA, hypotension, anasarca, or associated severe critical illness should be managed with intravenous regular 
insulin in the ICU. 
 
Potassium 
Despite total-body potassium depletion, mild-to-moderate hyperkalemia is common in patients with hyperglycemic 
complications. Correction in Insulin therapy of acidosis and volume expansion decrease serum potassium 
concentration. To prevent hypokalemia, potassium replacement is initiated after serum levels fall below the upper 
level of normal (5.0–5.2 mEq/l). The treatment goal is to maintain serum potassium levels within the normal range of 
4–5 mEq/l. Generally, 20–30 mEq potassium in each liter of infusion fluid is sufficient to maintain a serum potassium 
concentration within the normal range. Rarely, DKA patients may present with significant hypokalemia. In such 
cases, potassium replacement should begin with fluid therapy, and insulin treatment should be delayed until 
potassium concentration is restored to >3.3 mEq/l to avoid life-threatening arrhythmias and respiratory muscle 
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weakness [34-35]. Some guidelines recommend potassium replacement with potassium chloride, whereas others 
recommend combining it with potassium phosphate or potassium acetate. Clinical trials are lacking to determine 
which is best, although in the face of phosphate depletion, potassium phosphate is used. 
 
Bicarbonate 
Bicarbonate therapy in persons with DKA is somewhat controversial. Proponents believe that severe acidosis will 
cause cardiac and neurologic complications. However, studies have not demonstrated improved clinical outcomes 
with bicarbonate therapy, and treatment has been associated with hypokalemia. In one retrospective quasi-
experimental study of 39 persons with DKA and a pH between 6.9 and 7.1, there was no difference in outcomes 
between those who received bicarbonate therapy and those who did not.[36] A second study of 106 adolescents with 
DKA showed no difference in outcomes in patients treated with and without sodium bicarbonate, but few had a pH 
below 7 and only one had a pH below 6.9.[37] 
 
Phosphate and Magnesium 
Phosphate levels may be normal to elevated on presentation, but decline with treatment as the phosphate enters the 
intracellular space. Studies have not shown a benefit from phosphate replacement, and it can be associated with 
hypocalcemia and hypomagnesemia. However, because phosphate deficiency is linked with muscle fatigue, 
rhabdomyolysis, hemolysis, respiratory failure, and cardiac arrhythmia, replacement is recommended when the 
phosphate level falls below 1.0 mg per dL (0.32 mmol per L) or when these complications occur. Persons with anemia 
or respiratory problems and congestive heart failure may benefit from phosphate. This can be achieved by adding 20 
to 30 mEq of potassium phosphate to the intravenous fluid [6]. DKA can cause a drop in magnesium, which can 
result in paresthesia, tremor, muscle spasm, seizures, and cardiac arrhythmia. It should be replaced if it falls below 
1.2 mg per dL or if symptoms of hypomagnesemia develop [38]. 
 
Complication 
Hypoglycemia and hypokalemia are two common complications with overzealous treatment of DKA with insulin 
and bicarbonate, respectively, but these complications have occurred less often with the low-dose insulin therapy. 
Hyperchloremic non–anion gap acidosis, which is seen during the recovery phase of DKA, is self-limited with few 
clinical consequences [39]. This may be caused by loss of ketoanions, which are metabolized to bicarbonate during 
the evolution of DKA and excess fluid infusion of chloride containing fluids during treatment [4]. Cerebral edema is 
the most severe complication of DKA. It occurs in 0.5 to 1 percent of all DKA cases, and carries a mortality rate of 21 
to 24 percent. Survivors are at risk of residual neurologic problems.[40] Cerebral edema predominantly occurs in 
children, although it has been reported in adults. 
 
Prevention 
Many cases of DKA can be prevented by better access to medical care, proper patient education, and effective 
communication with a health care provider during an intercurrent illness. Paramount in this effort is improved 
education regarding sick day management, which includes the following: 
1. Early contact with the health care provider. 
2. Emphasizing the importance of insulin during an illness and the reasons never to discontinue without contacting 
the health care team. 
3. Review of blood glucose goals and the use of supplemental short- or rapid-acting insulin. 
4. Having medications available to suppress a fever and treat an infection. 
5. Initiation of an easily digestible liquid diet containing carbohydrates and salt when nauseated. 
6. Education of family members on sick day management and record keeping including assessing and documenting 
temperature, blood glucose, and urine/blood ketone testing; insulin administration; oral intake; and weight. 
Similarly, adequate supervision and staff education in long-term facilities may prevent many of the admissions for 
HHS due to dehydration among elderly individuals who are unable to recognize or treat this evolving condition. [41] 
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Physicians should recognize signs of diabetes in all age groups, and should educate patients and caregivers on how 
to recognize them as well. In one study, persons with DKA had symptoms of diabetes for 24.5 days before 
developing DKA.17 Persons with diabetes and their caregivers should be familiar with adjusting insulin during 
times of illness. More accessible home measurement of serum ketones with a commercial glucometer may allow for 
earlier detection of DKA and decreased hospital visits.[42]Persons with an insulin pump need to know their pump 
settings, and should maintain a prescription for basal insulin in case of pump failure. 
 

REFERENCES 
 
1. Chaithongdi N, Subauste J, Koch C, Geraci S. Diagnosis and management of hyperglycemic emergencies. 

Hormones. 2011;10(4):250–60. 
2. Chiasson JL, Aris-Jilwan N, Bélanger R, et al. Diagnosis and treatment of diabetic ketoacidosis and the 

hyperglycemic hyperosmolar state. Can Med Assoc J. 2003;168:859–66. 
3. Nyenwe EA, Kitabchi AE. Evidence-based management of hyperglycemic emergencies in diabetes mellitus. 

Diabetes Res Clin Pract (2011) 94(3):340–51.10.1016/j.diabres.2011.09.012 
4. Kitabchi AE, Umpierrez GE, Miles JM, Fisher JN. Hyperglycemic crisis in adult patients with diabetes. Diabetes 

Care. 2009;32(7):1335–1343. 
5. Tran TTT, Pease A, Wood A, et al. Review of evidence for adult diabetic ketoacidosis management protocols. 

Front Endocrinol (Lausanne). 2017;8:106. 
6. Kitabchi AE, Umpierrez GE, Murphy MB, Kreisberg RA. Hyperglycemic crises in adult patients with diabetes. 

Diabetes Care 2006; 29: 2739– 2748 
7. Kahn CR, Weir GCKitabchi AE, Fisher JN, Murphy MB, Rumbak MJ. Diabetic ketoacidosis and the 

hyperglycemic hyperosmolar nonketotic state. In Joslin's Diabetes Mellitus. 13th ed. Kahn CR, Weir GC Eds. 
Philadelphia, Lea & Febiger, 1994, p. 738– 770 

8. Felig P, Sherwin RS, Soman V, Wahren J, Hendler R, Sacca L, Eigler N, Goldberg D, Walesky M . Hormonal 
interactions in the regulation of blood glucose. Recent Prog Horm Res 1979; 35: 501– 532 

9. Miles JM, Haymond MW, Nissen S, Gerich JE . Effects of free fatty acid availability, glucagon excess and insulin 
deficiency on ketone body production in postabsorptive man. J Clin Invest 1983; 71: 1554– 1561 

10. Xin Y, Yang M, Chen XJ, Tong YJ, Zhang LH. Clinical features at the onset of childhood type 1 diabetes mellitus 
in Shenyang, China. J Paediatr Child Health. 2010;46(4):171–17 

11. Umpierrez GE, DiGirolamo M, Tuvlin JA, Isaacs SD, Bhoola SM, Kokko JP. Differences in metabolic and 
hormonal milieu in diabetic- and alcohol-induced ketoacidosis. J Crit Care 2000; 15: 52– 59 

12. Kitabchi AE, Umpierrez GE, Murphy MB, Barrett EJ, Kreisberg RA, Malone JI, Wall BM . Management of 
hyperglycemic crises in patients with diabetes. Diabetes Care 2001; 24: 131– 153 

13. DeFronzo RA, Matzuda M, Barret E. Diabetic ketoacidosis: a combined metabolic-nephrologic approach to 
therapy. Diabetes Rev 1994; 2: 209– 238 

14. Nyenwe E, Loganathan R, Blüm S, Ezuteh D, Erani D, Wan J, Palace MR, Kitabchi AE . Active use of cocaine: an 
independent risk factor for recurrent diabetic ketoacidosis in a city hospital. Endocr Pract 2007; 13: 22– 29 

15. Kitabchi AE, Umpierrez GE, Miles JM, Fisher JN. Hyperglycemic crisis in adult patients with diabetes. Diabetes 
Care. 2009;32(7):1335–1343. 

16. Kitabchi AE, Umpierrez GE, Murphy MB, Barrett EJ, Kreisberg RA, Malone JI, Wall BM . Management of 
hyperglycemic crises in patients with diabetes. Diabetes Care 2001; 24: 131– 153 

17. Kahn CR, Weir GCKitabchi AE, Fisher JN, Murphy MB, Rumbak MJ. Diabetic ketoacidosis and the 

Kirti Joshi et al., 
 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30695 
 

   
 
 

hyperglycemic hyperosmolar nonketotic state. In Joslin's Diabetes Mellitus. 13th ed. Kahn CR, Weir GC Eds. 
Philadelphia, Lea & Febiger, 1994, p. 738– 770 

18. Sheikh-Ali M, Karon BS, Basu A, Kudva YC, Muller LA, Xu J, Schwenk WF, Miles JM . Can serum β-
hydroxybutyrate be used to diagnose diabetic ketoacidosis? Diabetes Care 2008; 31: 643– 647 

19. Kitabchi AE, Umpierrez GE, Murphy MB, Barrett EJ, Kreisberg RA, Malone JI, Wall BM . Management of 
hyperglycemic crises in patients with diabetes. Diabetes Care 2001; 24: 131– 153 

20. Yadav D, Nair S, Norkus EP, Pitchumoni CS. Nonspecific hyperamylasemia and hyperlipasemia in diabetic 
ketoacidosis: incidence and correlation with biochemical abnormalities. Am J Gastroenterol 2000; 95: 3123– 3128 

21. Wilson JF. In clinic. Diabetic ketoacidosis Ann Intern Med. 2010;152(1):ITC1-1-ITC1-15. 
22. Nair S, Yadav D, Pitchumoni CS. Association of diabetic ketoacidosis and acute pancreatitis: observations in 100 

consecutive episodes of DKA. Am J Gastroenterol. 2000;95(10):2795–2800. 
23. Kuzuya T, Matsuda A, Sakemoto Y, Yamamoto K, Saito T, Yoshida S . A case of pituitary gigantism who had two 

episodes of diabetic ketoacidosis followed by complete recovery of diabetes. Endocrinol Jpn 1983; 30: 323– 334 
24. Kitabchi AE, Umpierrez GE, Miles JM, Fisher JN. Hyperglycemic crisis in adult patients with diabetes. Diabetes 

Care. 2009;32(7):1335–1343. 
25. Umpierrez GE, Kelly JP, Navarrete JE, Casals MM, Kitabchi AE. Hyperglycemic crises in urban blacks. Arch 

Intern Med 1997; 157: 669– 675 
26. Umpierrez GE, Jones S, Smiley D, Mulligan P, Keyler T, Temponi A, Semakula C, Umpierrez D, Peng L, Cerón M, 

Robalino G . Insulin analogs versus human insulin in the treatment of patients with diabetic ketoacidosis: a 
randomized controlled trial. Diabetes Care 2009; 32: 1164– 1169 

27. Alberti KGGM, Hockaday TDR, Turner RC. Small doses of intramuscular insulin in the treatment of diabetic 
‘coma.’ Lancet 1973; 5: 515– 522 

28. Fisher JN, Shahshahani MN, Kitabchi AE. Diabetic ketoacidosis: low-dose insulin therapy by various routes. N 
Engl J Med 1977; 297: 238– 241 

29. Kitabchi AE, Umpierrez GE, Fisher JN, Murphy MB, Stentz FB. Thirty years of personal experience in 
hyperglycemic crises: diabetic ketoacidosis and hyperglycemic hyperosmolar state. J Clin Endocrinol Metab 2008; 
93: 1541– 1552 

30. Kitabchi AE, Umpierrez GE, Miles JM, Fisher JN. Hyperglycemic crisis in adult patients with diabetes. Diabetes 
Care. 2009;32(7):1335–1343. 

31. Kitabchi AE, Murphy MB, Spencer J, Matteri R, Karas J. Is a priming dose of insulin necessary in a low-dose 
insulin protocol for the treatment of diabetic ketoacidosis? Diabetes Care. 2008;31(11):2081–2085. 

32. Umpierrez GE, Latif K, Stoever J, Cuervo R, Park L, Freire AX, Kitabchi AE . Efficacy of subcutaneous insulin 
lispro versus continuous intravenous regular insulin for the treatment of diabetic ketoacidosis. Am J Med 2004; 
117: 291– 296 

33. Umpierrez GE, Latif KA, Cuervo R, Karabell A, Freire AX, Kitabchi AE . Treatment of diabetic ketoacidosis with 
subcutaneous insulin aspart. Diabetes Care 2004; 27: 1873– 1878 

34. Kitabchi AE, Umpierrez GE, Murphy MB, Barrett EJ, Kreisberg RA, Malone JI, Wall BM . Management of 
hyperglycemic crises in patients with diabetes. Diabetes Care 2001; 24: 131– 153 

35. Kitabchi AE, Umpierrez GE, Murphy MB, Kreisberg RA. Hyperglycemic crises in adult patients with diabetes. 
Diabetes Care 2006; 29: 2739– 2748 

36. Viallon A, Zeni F, Lafond P, et al. Does bicarbonate therapy improve the management of severe diabetic 
ketoacidosis? Crit Care Med. 1999;27(12):2690–2693. 

Kirti Joshi et al., 
 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30696 
 

   
 
 

37. Green SM, Rothrock SG, Ho JD, et al. Failure of adjunctive bicarbonate to improve outcome in severe pediatric 
diabetic ketoacidosis. Ann Emerg Med. 1998;31(1):41–48. 

38. Chansky M, Haddad G. Acute diabetic emergencies, hypoglycemia, and glycemic control. In: Parrillo JE, 
Dellinger RP, eds. Critical Care Medicine: Principals of Diagnosis and Management in the Adult. 3rd ed. 
Philadelphia, Pa.: Mosby Elsevier; 2008:1245–1257. 

39. Adrogue HJ, Wilson H, Boyd AE, 3rd, Suki WN, Eknoyan G . Plasma acid-base patterns in diabetic ketoacidosis. 
N Engl J Med 1982; 307: 1603– 1610 

40. Dunger DB, Sperling MA, Acerini CL, et al. ESPE/LWPES consensus statement on diabetic ketoacidosis in 
children and adolescents. Arch Dis Child. 2004;89(2):188–194. 

41. Sheikh-Ali M, Karon BS, Basu A, Kudva YC, Muller LA, Xu J, Schwenk WF, Miles JM . Can serum β-
hydroxybutyrate be used to diagnose diabetic ketoacidosis? Diabetes Care 2008; 31: 643– 6 

42. Laffel LM, Wentzell K, Loughlin C, Tovar A, Moltz K, Brink S. Sick day management using blood 3-
hydroxybutyrate (3-OHB) compared with urine ketone monitoring reduces hospital visits in young people with 
T1DM: a randomized clinical trial. Diabet Med. 2006;23(3):278–284. 

 
 

 
 
 
 
 

Kirti Joshi et al., 
 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                              www.tnsroindia.org.in ©IJONS 
 
Vol.12 / Issue 65 / April / 2021               International Bimonthly                                    ISSN: 0976 – 0997 
 

30697 
 

   
 
 

 

Dominating Safe Sets in Graphs 
 
D.Yokesh1, R.Sundareswaran2* and V. Swaminathan3 
 
1Department of Mathematics, Kirirom Institute of Technology, Cambodia. 
2Department of Mathematics, Sri Sivasubramaniya Nadar College of Engineering, Chennai, Tamil Nadu, 
India. 
3Department of Mathematics, Ramanujan Research Centre in Mathematics, S.N College, Madurai, Tamil 
Nadu, India. 
 
Received: 09 Mar 2021                              Revised: 15 Mar 2021                                       Accepted: 18 Mar 2021 
 
*Address for Correspondence 
R.Sundareswaran 
Department of Mathematics,  
Sri Sivasubramaniya Nadar College of Engineering,  
Chennai, Tamil Nadu, India. 
Email: sundareswaranr@ssn.edu.in 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Shinya Fujitha.et.al. introduced the concept of safe set of a graph, to optimize facility location problems. 
A non empty subset S is said to be a safe set, for every connected component ܥ of ܩ[ܵ] and every 
component ܦ of	ܸ − 	ܵ, we have |ܥ| ≥  is [ܵ]ܩ If .ܦ and ܥ between ܩ whenever there exists an edge of ,|ܦ|
dominating, then S is called adominating safe set. In this paper, we discuss the properties and bounds of 
the dominating safe set. 
 
Keywords: Safe set, Dominating set, Dominating safe set, Facility Location Problem. 
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INTRODUCTION 
 
All graphs considered here finite, undirected, without loos or multiple edges. The sub graph of a graph G induced by 
S ⊆ V (G) is denoted by G[S]. Let δ(G), ∆(G) be the minimum and maximum degree of G. A component of G is a 
connected induced sub graphs. A set is independent (or stable) if no two vertices in it are adjacent. An independent 
dominating set of G is a set that is both dominating and independent in G. The independent domination number of 
G, denoted by i(G), is the minimum size of an independent dominating set. The independence number of G, denoted 
α(G), is the maximum size of an independent set in G. To address the problem of maximize the amount of business 
space in such a way that the temporary refuges be effectively located, a safe set of a graph was introduced. A non-
empty subset S ⊆ V (G) is a safe set if, for every component C of G[S] and every component D of G − S, we have |C| 
≥ |D|. Whenever E(C, D) ≠ φ. The minimum cardinality of a safe set is called the safe set number of G, denoted by 
s(G). The concept of connected safe set of G is also studied by them. If G[S] is connected, then S is called a connected 
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safe set. In this model, the graph G describes the topology of the building. The safe set of G corresponding to the 
vertices for location of the temporary refuges in the building. In a administrative set up, decisions are taken by a 
small group who have effective communication links with other members of the organization. Domi-nation in 
graphs provides a model for such a concept. A subset D of V (G) of a graph is a dominating set if for every u ∈ V −D, 
there exists a v ∈ D such that uv ∈ E(G).The minimum cardinality of a dominating set is called dominating number 
γ(G) of G. Suppose, there are terrorists (or enemies). Then, there should be a person in the defense for every person 
in the enemy camp to retaliate his attack. Also, if there is a group of terrorists who work together and if at least one 
person in a group of defenders is in contact with this group of terrorists, then the strength of the group of defenders 
should be at least that of offenders. To address this problem, we propose a mathematical model, namely, a 
dominating safe set of a graph. 
 
Basic Results on Dominating Safe Set Number 
 
Definition 2.1. Let ܩ	 = 	   is defined as ܩ be a simple graph. The dominating safe set of (ܧ,ܸ)
minௌ⊆௏	(ீ)			{	|ܵ| ∶ 	ܵ	݅s a dominating set as well as a safe set of ܩ} . The minimum cardinality of a dominating safe set 
is called dominating safe set number and denoted by ݀(ܩ)ݏ.Clearly, for any graph ܩ, max{(ܩ)ݏ,(ܩ)ߛ} ≤  .(ܩ)ݏ݀	
 
Example 2.2. 

 
S = {v2, v5} is a safe set of G and hence s(G) = 2. Clearly, γ(G) = 3. So S ∪ {v1} is a minimum dominating safe set of G. 
Thus, ds(G) = 3. 
 
Proposition 2.3. For connected graph ܩ of order ݊ ≥ 2 has a dominating safe set of size at mostቒ௡

ଶ
ቓ. 

Proof: 
Let ܩ	 =  be a simple graph with a maximal independent set ܵ.Since every maximal independent set is a (ܧ,ܸ)	
minimal dominating set, ܩ − 	ܵ is adominating set of ܩ and also is a safe set of ܩ. Hence ܩ − 	ܵ is a dominating safe 
set. Hence |ܸ	(ܩ − 	ܵ)| < ቒ௡

ଶ
ቓ. 

 
Proposition 2.4. For any connected graph (ܩ)ߜ;ܩ ≤ (ܩ)ݏ݀	 ≤  .(ܩ)ߙ
Proof: 
Clearly every dominating safe set is a safe set and every vertex cover ܵ ofܩ is a minimal dominating set of ܩ and 
ܸ − 	ܵ is a independent set. 
 
Proposition 2.5. For any connected graph ܩ	, (ܩ)	ߛ ≤  .(ܩ)ݏ݀
Proof: 
Any dominating safe set is a dominating set of ܩ. Hence (ܩ)ߛ ≤  .(ܩ)ݏ݀	
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Proposition 2.6.  
Given any two positive integers ݊ and ݇ such that thereexists a graph of order ݊ and ݀(ܩ)ݏ− (ܩ)ݏ 	= 	݇ 

 
 
 
,ݑ} (ܩ)ݏ ଵ}is a safe set andݒ 	= (ܩ)ݏ݀.2	 	= 	݇ + ,ݑ})	2 ଶݒ,ଵݒ ,ଷݒ, … , ௞ାଵݒ  .(௞ାଶ}is a dominating safe setݒ,
 
Proposition 2.7. For the Complete graph ܭ௡,݊ ≥ (௡ܭ)ݏ݀,2	 	= ቒ௡

ଶ
ቓ. 

Proof: 
By the structure of ܭ௡, every vertex ݒ ∈ ݊ is connected with theremaining (௡ܭ)	ܸ	 − 1 vertices in ܭ௡. The removal of a 
set ܵ of ቒ௡

ଶ
ቓ vertices from ܭ௡only produces a component of order ቔ௡

ଶ
ቕ in ܸ − 	ܵ. Clearly, S is a dominating set as well as 

a safe set ofܭ௡. 
 
Proposition 2.8. For the Complete bipartite graph ܭ௠,௡ 	݉,݊ ≥ (௠,௡ܭ)ݏ݀,2	 	= min	{݉,݊}. 
Proof: 
Since ܭ௠,௡is a complete bipartite graph with bi-partition of the vertexset in to two partite sets of cardinality ݉ and ݊. 
Consider ݇	 = 	min	{݉,݊}. Theremoval of a set ܵ of ݇ vertices fromܭ௠,௡ only produces a totally independentset with 
cardinality (݉ + ݊)− ݇ in ܸ − 	ܵ. Clearly, ܵ is a dominating set as wellas a safe set of ܭ௠,௡. 
 
Corollary 2.9. For the Star graph ܭଵ,௡ିଵ,݊ ≥ (ଵ,௡ିଵܭ)ݏ݀,4	 	= 	1. 
 
Observation 2.10. For the Double star graph ܵ௠,௡ (௠,௡ܵ)ݏ݀, 	= 	2. 

Proposition 2.11. For the Path ௡ܲ ,݊ ≥ )ݏ݀,2	 ௡ܲ) 	= ቐ
ቔ௡
ଶ
ቕ ݊݁ݒ݁	ݏ݅	݊							,

ቔ௡
ଶ
ቕ − 1, ݀݀݋	ݏ݅	݊

 

Proposition 2.12. For the Cycle ܥ௡,݊ ≥ (௡ܥ)ݏ݀,3	 	= ቒ௡
ଶ
ቓ. 

 
Proposition 2.13. Safe set property is neither super hereditary nor hereditary. But the property of dominating safe 
sets is super hereditary. 
Proof: 
Let ܦ be a dominating safe set of ܩ. Let ݑ ∈ 	ܸ − ݒThen there exists .ܦ	 ∈  ݒ are adjacent. Let ݒ and ݑ such that ܦ	
belong to a component ܥ of< 	ܦ	 > and u belong to a component ܨ of< 	ܸ − 	ܦ	 >. Then |ܥ| ≥  When u is added to.|ܨ|
ݑ then ܦ ∈ ܦ and hence ܥ	 ∪ ܦis a safe set. Clearly {ݑ} ∪  Hence, the property of safe .ܩ is dominating set of{ݑ}
dominating set is super hereditary. Hence a dominating safe set is minimal if and only if it is1-minimal. 
 

Characterization of minimal dominating safe set 
Proposition 3.1. Let ࡳ	 = 	  is minimal if and only ࡰ Then .ࡳ be a dominatingsafe set of ࡰ be a simple graph. Let (ࡱ,ࢂ)
if the following holds 
(i) Let ݑ ∈ ܸ has a private neighbor in ݑ or ܦ Then either u is an isolate of .ܦ	 −  .ܦ	
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(ii)There exists a component say ܥ in < {ݑ}	ܦ	 >and a component ܨ in< (ܸ − (ܦ	 ∪ {ݑ} > such that (ܨ,ܥ)ܧ ≠ ߶and 
|C|<|F|. 
 
Definition 3.2. A subset ܦ of ܸ(ܩ) satisfying (i) and (ii) is called an irredundant dominating safe set. 
 
Proposition 3.3. Any minimal dominating safe set is an irredundant safe set. The property of irredundant safe set 
of ܩ is hereditary. 
Proof:  
Let ܦ be an irredundant safe set of ܩ. Let ܵ be a subset of ܩ. Thenany ݑ in ܵ is an element of ܦ and hence it is an 
isolate of ܦ or has a privateneighbour in ܸ − ܸ ,Clearly .ܦ	 − 	ܵ contains ܸ −  is eitheran isolate of ܵ or ݑ ,Therefore .ܦ	
has a private neighbour in ܸ − 	ܵ. Let ܥ be a componentof < ܦ	 − {ݑ} > and F is a component of < (ܸ (ܦ− ∪ {ݑ} > 
such that|ܥ| < (ܨ,ܥ)ܧ,|ܨ| ≠ ߶. Let ܥଵ 	= 	ܵ ∩ .ܥ	 ܵ − ܦ is a subset of {ݑ} − ܵ ଵ is a component ofܥ ,Therefore.{ݑ} −
ଵܨ Let	.{ݑ} 	= ܨ	 ∩< 	ܸ − 	ܵ	 > > ଵ is a component ofܨ.{ݑ} 	ܸ − 	ܵ	 >∪ (ଵܨ,ଵܥ)ܧ ,Also .{ݑ} ≠ ߶ Hence the result. 
 
Complexity of Dominating Safe set (DS) Problem 
For a given graph ܩ	 = 	 (ܩ)ߛ and input an integer ݇, the dominating setproblem concerns testing whether (ܧ,ܸ) ≤
	݇	; it is a classical NP-complete decision problem in computational complexity theory (Garey & Johnson 1979 
[7]).Clearly, there may be no efficient algorithm that finds a smallest dominating set for all graphs, although there are 
efficient approximation algorithms, as well as both efficient and exact algorithms for certain graph classes. 
The Decision problem DS is defined as follows: 
 
INSTANCE: A graph ܩ	 =  .݇ and an integer (ܧ,ܸ)	
QUESTION: Does there exist a dominating safe set ܵ ⊆ with 1 (ܩ)	ܸ	 ≤ |ܵ| ≤ 	݇? 
 
The complexity of the problem is determined by using the following construction: 
Let ܩ	 = (ܩ)	ܸ be a connected graph with	(ܧ,ܸ)	 = ,ଶݒ,ଵݒ} … ,  by adding two ܩ be a graph constructed from ܪ௡}. Letݒ
new vertices ݒ௡ାଵ,ݒ௡ାଶ,	and݊	 + 	1 vertex-disjoint paths ௜ܲ 	= 	 ௜ଶ݌௜ଵ݌ , … 1	௜௡ି௞;݌, ≤ ݅	 ≤ 	݊	 + 	1, each of order ݊ − 	݇, by 
joining ݒ௡ାଵ to each of ݒଵ ,ଶݒ, … , 	݅ ௜ଵfor݌ ௜ andݒ ௡and then joiningݒ = 	1, 2, … ,݊	 + 	1. After that, joining ݒ௡ାଶto all the 
vertices of each path ௜ܲ; 	1 ≤ 	݅ ≤ 	݊	 + 	1. Clearly the new graph ܪ is a connected graph of order(݊	 + 	1)(݊ − 	݇	 +
	1) 	+ 	1, and 
 
Proposition 4.1. Let ܩ be a connected graph with (ܩ)ߙ ≥ 	݇ if and only if ܪ	has a dominating safe set of size 
݊ − 	݇	+ 	2. 
Proof:  
Let ܵ be an independent set of size ݇ in ܩ, and let ܵ	 = −(ܩ)	ܸ)	 ௡ାଵݒ}	]	(ܺ	 |ܵ| ,௡ାଶ}. Thusݒ, = 	݊ − 	݇	 + 	2 , is a 
connected and dominating set of ܪ.Since every component of ܪ − 	ܵ	has size at most ݊ − 	݇	 + 	1, the set S forms 
adominating safe set of size ݊ − 	݇	 + 	2	which is also connected. Conversely, let ଵܵ be a dominating safe set of H with 
size ݊ − ݇ + 2 Note that ݒ௡ାଵ,ݒ௡ାଶ ∈ ଵܵsince otherwise ܪ − ଵܵ contains a component of size greater than ݊ − 	݇	 +
	1.The set ଵܵ ∩ ݊ contains at most (ܩ)	ܸ − ݇ vertices of ܩ. Note that every vertexof ܩ − ଵܵbelongs to a component of 
ܪ − ଵܵ of size at least ݊ − 	݇	+ 	1. Since ଵܵ is a dominating safe set of ܪ, each component of ܪ− ଵܵ contains at mostone 
vertex of ܩ. Consequently, the vertices of ܩ − ଵܵ are an independent setof size at least ݇. 
Hence DOMINATING SAFE SET is NP-complete. 
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